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Dream: to have a method that delivers the $L^{2}$-projection.
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Functional Spaces $\left\{\begin{array}{l}(u, p, \hat{u}, \hat{p}) \in U:=L^{2}(\Omega) \times L^{2}(\Omega) \times \mathbb{C}^{n} \times \mathbb{C}^{n} \\ (v, \eta) \in V:=\left[H^{1}\left(\Omega_{h}\right)\right]^{2}\end{array}\right.$
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\begin{aligned}
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where

$$
\|\psi\|_{s+1, k, \Omega}^{2}=\sum_{j=0}^{s+1} k^{2(s+1-j)}|\psi|_{H^{j}(\Omega)}^{2}, \quad \forall s=1, \ldots, p
$$
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## The $\varepsilon$-scaling approach

Theorem
Let ( $\hat{u}_{h}^{\varepsilon}, \hat{\phi}_{h}^{\varepsilon}$ ) be the discrete DPG solution of fluxes and traces using the $\varepsilon$-scaling approach. If $\varepsilon \rightarrow 0^{+}$, then

$$
\left\|(\hat{u}, \hat{\phi})-\left(\hat{u}_{h}^{\varepsilon}, \phi_{h}^{\varepsilon}\right)\right\|_{Q} \longrightarrow \inf _{\left(\hat{w}_{h}, \hat{q}_{h}\right)}\left\|(\hat{u}, \hat{\phi})-\left(\hat{w}_{h}, \hat{q}_{h}\right)\right\|_{Q}
$$

Dispersion of the lowest order method
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For the numerical results that will be shown later, the enriched space approaching $V=H\left(\operatorname{div}, \Omega_{h}\right) \times H^{1}\left(\Omega_{h}\right)$ for the computation of optimal test functions is

$$
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- Plane waves $A e^{k\left(x_{1} \cos \theta+x_{2} \sin \theta\right)}$ are exact solutions with zero sources.
- We work with the assumption that the discrete solution is interpolating a plane wave of the type

$$
\hat{p}(\vec{x})=\alpha e^{i \vec{k}_{h \cdot \vec{x}}}, \quad \widehat{u}_{n h}(\vec{x})=\beta e^{i \vec{k}_{h} \cdot \vec{x}}, \quad \widehat{u}_{n v}(\vec{x})=\gamma e^{i \vec{k}_{h \cdot} \cdot \vec{x}} .
$$

where $\vec{k}_{h}=k_{h}(\cos (\theta), \sin (\theta))$ for some $0 \leq \theta<2 \pi$ representing the direction of propagation and $\alpha, \beta, \gamma$ are unknown amplitudes.

- We want to compute $k_{h}$ as a function of the exact wavenumber $k$, the direction of propagation $\theta$ and some of the discretization and stabilization parameters ( $k h, r$ and $\varepsilon$ ).


## Numerical results: dependence on $\theta$



Figure: The curves traced out by the discrete wavevectors $\vec{k}_{h}$ as $\theta$ goes from 0 to $\pi / 2$. These plots were obtained using $k=1$ and $h=2 \pi / 4$.

## Numerical results: dispersive errors $\rho=\max _{\theta}\left|\mathfrak{R e}\left(k_{h}\right)-k\right|$


(a) Dispersive errors: Plots of $\rho$ vs. $\varepsilon$

Figure: The discrepancies between exact and discrete wavenumbers as a function of $\varepsilon$, when $k=1$ and $h=2 \pi / 8$.

## Numerical results: dissipative errors $\eta=\max _{\theta}\left|\Im m\left(k_{h}\right)\right|$




(a) Dissipative errors: Plots of $\eta$ vs. $\varepsilon$

Figure: The discrepancies between exact and discrete wavenumbers as a function of $\varepsilon$, when $k=1$ and $h=2 \pi / 8$.


Figure: Rates of convergence of $\left|k_{h} h-k h\right|$ to zero for small $k h$, in the case of propagation angle $\theta=0$.

Observe that $\left|k_{h} h-k h\right|=O(k h)^{\alpha+1}$ means $\left|k_{h}-k\right|=k O(k h)^{\alpha}$.

(a) $\mathfrak{R e}\left(k_{h} h\right)$ as a function of $k h$

(b) $\Im m\left(k_{h} h\right)$ as a function of $k h$

Figure: A comparison of discrete wavenumbers obtained by three lowest order methods in the case of propagation angle $\theta=0$.
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- As other LS methods do, DPG also suffers from dissipation and dispersion.
- Disperssion and dissipation can be reduced using small $\varepsilon$ parameter.
- For the same amount of d.o.f, the lower order DPG method performs badly wrt biquadratic FEM, but much better compared to standard LS.
- DPG is a Least-Squares method, so it has a Hermitian Positive Definite stiffness matrix.
- In order to be competitive the future approaches must explore hp adaptivity, solvers and/or plane waves.

