AN $\mathfrak{sl}_n$ STABLE HOMOTOPY TYPE FOR MATCHED DIAGRAMS
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Abstract. There exists a simplified Bar-Natan Khovanov complex for open 2-braids. The Khovanov cohomology of a knot diagram made by gluing tangles of this type is therefore often amenable to calculation. We lift this idea to the level of the Lipshitz-Sarkar stable homotopy type and use it to make new computations.

Similarly, there exists a simplified Khovanov-Rozansky $\mathfrak{sl}_n$ complex for open 2-braids with oppositely oriented strands and an even number of crossings. Diagrams made by gluing tangles of this type are called matched diagrams, and knots admitting matched diagrams are called bipartite knots. To a pair consisting of a matched diagram and a choice of integer $n \geq 2$, we associate a stable homotopy type. In the case $n = 2$ this agrees with the Lipshitz-Sarkar stable homotopy type of the underlying knot. In the case $n \geq 3$ the cohomology of the stable homotopy type agrees with the $\mathfrak{sl}_n$ Khovanov-Rozansky cohomology of the underlying knot.

We make some consistency checks of this $\mathfrak{sl}_n$ stable homotopy type and show that it exhibits interesting behaviour. For example we find a $\mathbb{CP}^2$ in the $\mathfrak{sl}_3$ type for some diagram, and show that the $\mathfrak{sl}_4$ type can be interesting for a diagram for which the Lipshitz-Sarkar type is a wedge of Moore spaces.
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1. Introduction

In [LS14a], Lipshitz-Sarkar construct a stable homotopy type associated to a knot. They show that the cohomology of this object recovers Khovanov cohomology\(^1\). The construction of this stable homotopy type proceeds along lines laid down by Cohen-Jones-Segal [CJS95]. Allowing ourselves a good measure of imprecision, the idea can be summarized as follows.

To a knot diagram \(D\) of a knot \(K\) Khovanov associated a combinatorial bigraded cochain complex \(\text{CKh}(D)\) [Kho00]. The cohomology of this complex (Khovanov cohomology) is an invariant \(\text{Kh}(K)\) of \(K\), exhibiting as its graded Euler characteristic a knot polynomial - the Jones polynomial - and is projectively functorial for knot cobordisms. These properties (as well as host of spectral sequences starting from Khovanov cohomology and abutting to various Floer-theoretic invariants of the knot \(K\)), invite one to think of Khovanov cohomology as a type of Floer homology.

Following this mental yoga further, one might think of the standard generators of the Khovanov cochain complex \(\text{CKh}(D)\) as being akin to critical points of a Floer functional (or, more simply, of a Morse function). Then the differential describes 0-dimensional moduli spaces of flowlines between those critical points. If one can make a good guess as to what the higher-dimensional spaces of flowlines might be, then one can follow the recipe of Cohen-Jones-Segal [CJS95] and associate to a knot diagram a stable homotopy type whose cohomology recovers Khovanov cohomology. Finally one hopes that what one has constructed is invariant under the Reidemeister moves.

There is of course much difficulty to be overcome in making the previous two paragraphs yield up an honest stable homotopy type invariant. In particular, the input to the Cohen-Jones-Segal machine is more complicated than we have made out, in fact it takes the form of a \textit{framed embedded flow category}, and constructing such a thing takes the majority of the paper [LS14a]. Nevertheless, one should think of framed flow categories as being closely related to Morse theory.

Our motivation for writing this paper was to attempt to extend this construction to the case of \(\mathfrak{sl}_n\) Khovanov-Rozansky cohomology (for \(n \geq 2\)) in a way that might enable us and others to make computations. The Lipshitz-Sarkar stable homotopy type should appear as the case \(n = 2\) of this extension. Since there is a notion of

\(^1\)We use \textit{Khovanov cohomology} here rather than \textit{Khovanov homology} for reasons discussed in Subsection 1.2
stabilization of these cohomologies as $n \to \infty$, something similar should be true for the stable homotopy types.

Given the input of a special type of knot diagram (a matched diagram) we show how to create a stable homotopy type for each $n \geq 2$ whose cohomology recovers the $\mathfrak{sl}_n$ Khovanov-Rozansky cohomology of the underlying knot. In the case $n = 2$ we recover the Lipshitz-Sarkar stable homotopy type. As well as obtaining the ‘correct’ thing when $n = 2$, we give some consistency checks suggesting that the space we construct is the right space.

The stable homotopy type we define is eminently computable and indeed we give some interesting computations at the end of this paper. In fact, the construction even makes the Lipshitz-Sarkar stable homotopy type more computable for certain knots (for example for pretzel knots) since it reduces the number of objects in the corresponding flow category. We do not show in this paper that the stable homotopy type for $n > 2$ is independent of the choice of diagram, but this is something that we shall return to in future work.

1.1. Statement of results. In Figure 1 we define an elementary tangle diagram of index $r$. Given a link diagram $D$, there is of course always a decomposition of $D$ into such elementary pieces - for example one piece of index 1 for each crossing of $D$. When a link diagram $D$ comes together with such a decomposition we shall write it as $D_r$ where $r = (r_1, \ldots, r_m) \in \mathbb{Z}^m$ and the decomposition is into $m$ elementary tangles where the $i$th tangle has index $r_i$.

**Definition 1.1.** We shall refer to the data of a link diagram $D$ together with such a choice of decomposition into elementary tangles as a glued diagram $D_r$.

From now on we shall consider all diagrams to be oriented. Given a choice of integer $n \geq 2$ and a glued diagram $D_r$ (we shall write $D$ when we intend to ignore the decomposition), we shall define a framed embedded flow category $\mathcal{L}^n(D_r)$. The objects of the flow category are cohomologically graded, and the category splits as a disjoint union of flow categories along an quantum integer grading.

There is a space $\mathcal{X}^n(D_r)$ associated to $\mathcal{L}^n(D_r)$ by the Cohen-Jones-Segal construction - this takes the form of a stable homotopy type. The cohomology of $\mathcal{X}^n(D_r)$ is bigraded by the underlying cohomological degree and quantum grading of the objects of $\mathcal{L}^n(D_r)$.

Following suitable degree choices we have

**Theorem 1.2.** The space $\mathcal{X}^2(D_r)$ agrees with the space associated to the diagram $D$ by the Lipshitz-Sarkar construction.
In the case $n > 2$ we restrict our attention to \textit{matched diagrams}.

\textbf{Definition 1.3.} A glued diagram $D_r$ is called \textit{matched} if each coordinate of $r$ is even and each elementary tangle in the decomposition of $D$ has oppositely oriented strands. A link admitting such a diagram is called \textit{bipartite}.

\textbf{Remark 1.4.} Note that if $D_r$ is a knot diagram then the evenness condition implies the orientation condition.

Khovanov cohomology is a categorification of the Jones polynomial, which arises from the fundamental representation of $\mathfrak{sl}_2$ via the Reshetikhin-Turaev construction. The categorification of the corresponding polynomial for $\mathfrak{sl}_n$ is Khovanov-Rozansky cohomology \cite{KR08}. Again, this is a bigraded link invariant and we shall write it as $H_{\mathfrak{sl}_n}(D; G)$ for $G$ an abelian group. That one can have general $G$-coefficients (as opposed to just complex coefficients) was noted first in the case $n = 3$ by Khovanov in his foam categorification. The case of $n > 3$ was only recently shown by Queffelec-Rose \cite{QR14} to have a foam interpretation valid with arbitrary coefficients.

With suitable grading shifts we have

\textbf{Theorem 1.5.} If $D_r$ is a matched link diagram then the cohomology with complex coefficients of $X^n(D_r)$ is isomorphic to $H_{\mathfrak{sl}_n}(D; \mathbb{C})$ as a bigraded complex vector space.

The reason for restricting this theorem to complex coefficients is not so serious. If one wanted to prove the theorem for arbitrary coefficients one would have to verify Krasner’s theorem \cite{Kra09} on simplified Khovanov-Rozansky cochain complexes for matched diagrams over the integers (Krasner’s result is over the complex numbers). There is ample computational evidence that indeed Krasner’s theorem will hold in this case, and such an extension using Queffelec-Rose’s foamy definition of Khovanov-Rozansky cohomology over the integers should not be difficult, although we do not undertake it here.

Although the flow category $\mathcal{L}^n(D_r)$ depends heavily on the choice of decomposition of $D$ into elementary tangles we show that

\textbf{Proposition 1.6.} If $D_r$ is a matched link diagram and $n \geq 2$, then $X^n(D_r)$ is independent of the decomposition of $D$ into elementary tangles, and so can be written $X^n(D)$.

Furthermore, we derive relatives of Reidemeister moves I and II for matched diagrams.

\textbf{Proposition 1.7.} In Figures 2 and 3 we give matched diagrams $D$ and $D'$ that differ locally. For such diagrams we have that $X^n(D) \simeq X^n(D')$. The corresponding relations for the mirror images also hold.

Hence we have a multitude of evidence that our definition for this restricted class of diagrams is giving us the ‘correct’ $\mathfrak{sl}_n$ stable homotopy type: the construction gives the Lipshitz-Sarkar space for $n = 2$ (see also Remark 3.16); the cohomology of the space is the correct thing (for general $n$ using complex coefficients, and for $n = 3$ verified over the integers for a host of examples); the space constructed is independent of the decomposition of the matched diagram into elementary tangles; and the space is invariant under extended Reidemeister moves I and II.
Unfortunately, there does not exist a genuine Reidemeister calculus to move between different matched diagrams of the same bipartite knot. It is probably not the case, for example, that just the moves of Figures 2 and 3 suffice! Furthermore it would be preferable to have a construction of an $\mathfrak{sl}_n$ stable homotopy type for all links (not just bipartite links) which takes as input a link diagram and is invariant under the Reidemeister moves. We shall return to this question in a later paper.

We include at the end of this paper a section of computations, undertaken both by hand and by computer. Of note is the detection of a $\mathbb{C}P^2$ summand in the $\mathfrak{sl}_3$ stable homotopy type for the pretzel link $P(-2, 2, 2)$. A $\mathbb{C}P^2$ summand has yet to be detected in the Lipshitz-Sarkar stable homotopy type, although this may be due only to lack of computations.

Furthermore, it has long been known that the Khovanov cohomology of a knot may be thin while the HOMFLYPT cohomology is thick. At the level of spaces one should ask then if there is an example of a knot whose $\mathfrak{sl}_2$ stable homotopy type is a wedge of Moore spaces while its $\mathfrak{sl}_n$ stable homotopy type is more interesting for some $n > 2$. Such an example is provided by the pretzel knot $P(2, -3, 5)$ whose $\mathfrak{sl}_4$ stable homotopy type induces non-trivial second Steenrod squares.
Figure 4. We show what we mean by positive and negative oriented crossings.

Finally, work by Baues and by Baues-Hennes [Bau95, BH91] reveals ways to detect combinatorially more stable homotopy types than Moore spaces, $\mathbb{C}P^2$, $\mathbb{R}P^5/\mathbb{R}P^2$, $\mathbb{R}P^4/\mathbb{R}P^1$, and $\mathbb{R}P^2 \wedge \mathbb{R}P^2$ (and wedge sums of these spaces). This is applied in the case of the Lipshitz-Sarkar stable homotopy type to the torus knots $T(4, 5)$ and $T(4, 7)$ after finding glued diagrams of each formed of a relatively low number of elementary tangles.

1.2. Conventions. In this paper we try to follow accepted conventions as far as we can. One way in which we shall differ from usual (although not universal) practice is to refer to the invariants due to Khovanov and to Khovanov-Rozansky as cohomology theories rather than homology theories. Since the differential in the complexes constructed does indeed increase the $i$-grading this makes sense. It is also consistent with the spaces defined by Lipshitz-Sarkar and by us since the associated cohomology theories are the usual singular cohomologies of the spaces themselves.

In Figure 4 we fix what we mean by a positive or negative oriented crossing.

In both Khovanov and in Khovanov-Rozansky cohomology, the cohomology of the positive trefoil is supported in non-negative cohomological degrees. However, in Khovanov cohomology the invariant is supported in positive quantum degrees while in $sl_n$ Khovanov-Rozansky cohomology (even in the $sl_2$ case) the invariant is supported in negative quantum degrees. This is a consequence of the grading assigned to $x$ in the underlying Frobenius algebra $\mathbb{C}[x]/x^2$, which is taken to be $+2$ for Khovanov-Rozansky cohomology and $-2$ for Khovanov cohomology. This is unfortunate but we stick to this convention in the current paper.

We shall sometimes be a little imprecise about absolute cohomological and quantum gradings. Especially in proofs, the extra decorations with shifts (depending on the writhe) tends to obscure the argument. When we wish to be more precise we shall use the postscript $[s]\{t\}$ following a complex to denote a shift by $s$ in the cohomological direction and by $t$ in the quantum direction.

1.3. Plan of the paper. We begin in Section 2 with a review of framed flow categories and how the Cohen-Jones-Segal construction associates stable homotopy types to such things. In Section 3 we describe how we build a flow category given the data of a glued link diagram together with a choice of integer $n \geq 2$. Section 4 considers the properties of the associated stable homotopy type. In particular, the stable homotopy type returned for $n = 2$ agrees with the Lipshitz-Sarkar stable homotopy type, while for $n > 2$ the stable homotopy type for a matched diagram has cohomology agreeing with $sl_n$ Khovanov-Rozansky cohomology. Finally in this
section we provide some indications discussed in the introduction that the stable homotopy type is the ‘correct’ space for \( n > 2 \). In Section 5 we discuss how to compute the second Steenrod square both in general flow categories and adjusted to our specific situations. The paper closes with Section 6 in which we provide explicit computations of several interesting stable homotopy types.

2. Framed flow categories and the Cohen-Jones-Segal construction

2.1. Framed flow categories. To define flow categories we need a sharpening of a manifold with corners that goes back to [Jän68]. Recall that a smooth manifold with corners is defined in the same way as an ordinary smooth manifold, except that the differentiable structure is now modelled on the open subsets of \(([0, \infty))^k\).

So if \( X \) is a smooth manifold with corners and \( x \in X \) is represented by \((x_1, \ldots, x_k) \in ([0, \infty))^k\), let \( c(x) \) be the number of coordinates in this \( k \)-tuple which are 0. Denote by

\[
\partial_i X = \{ x \in X | c(x) = i \}
\]

the codimension-\(i\)-boundary. Note that \( x \) belongs to at most \( c(x) \) different connected components of \( \partial^1 X \). We call \( X \) a smooth manifold with faces if every \( x \in X \) is contained in the closure of exactly \( c(x) \) components of \( \partial^1 X \). A connected face is the closure of a component of \( \partial^1 X \), and a face is any union of pairwise disjoint connected faces (including the empty face). Note that every face is itself a manifold with faces. We define the boundary of \( X \), \( \partial X \), as the closure of \( \partial^1 X \).

**Definition 2.1.** Let \( k, n \) be non-negative integers and \( X \) a smooth manifold with faces. An \( n \)-face structure for \( X \) is an ordered \( n \)-tuple \((\partial_1 X, \ldots, \partial_n X)\) of faces of \( X \) such that

1. \( \partial_1 X \cup \cdots \cup \partial_n X = \partial X \).
2. \( \partial_i X \cap \partial_j X \) is a face of both \( \partial_i X \) and \( \partial_j X \) for \( i \neq j \).

A smooth manifold with faces \( X \) together with an \( n \)-face structure is called a smooth \( \langle n \rangle \)-manifold.

If \( a = (a_1, \ldots, a_n) \in \{0, 1\}^n \), we define

\[
X(a) = \bigcap_{i \in \{j \mid a_j = 0\}} \partial_i X
\]

and note that this is an \( \langle |a| \rangle \)-manifold, where \(|a| = a_1 + \cdots + a_n\). If \( a = (1, \ldots, 1) \) we interpret the empty intersection as \( X \).

There is an obvious partial order \( \leq \) on \( \{0, 1\}^n \) such that \( X(a) \subset X(b) \) for \( a \leq b \).

**Definition 2.2.** Given an \((n+1)\)-tuple \( d = (d_0, \ldots, d_n) \) of non-negative integers, let

\[
\mathbb{E}^d = \mathbb{R}^{d_0} \times [0, \infty) \times \mathbb{R}^{d_1} \times [0, \infty) \times \cdots \times [0, \infty) \times \mathbb{R}^{d_n}.
\]

Furthermore, if \( 0 \leq a < b \leq n + 1 \), we denote \( \mathbb{E}^d[a : b] = \mathbb{E}^{(d_a, \ldots, d_{b-1})} \).

We can turn \( \mathbb{E}^d \) into an \( \langle n \rangle \)-manifold by setting

\[
\partial_i \mathbb{E}^d = \mathbb{R}^{d_0} \times \cdots \times \mathbb{R}^{d_{i-1}} \times \{0\} \times \mathbb{R}^{d_i} \times \cdots \times \mathbb{R}^{d_n}.
\]
We will refer to this boundary part as the $i$-boundary. In the case of $\mathbb{R}^d[a : b]$ we also refer to the set

$$\partial_{i-a}\mathbb{R}^d[a : b] = \mathbb{R}^d \times \cdots \times \mathbb{R}^{d_{i-a}} \times \{0\} \times \mathbb{R}^d \times \cdots \times \mathbb{R}^{d_{i-a}}$$

as the $i$-boundary, although strictly speaking this should be the $(i - a)$-boundary.

**Definition 2.3.** A neat immersion $i$ of an $(n)$-manifold is a smooth immersion $i: X \looparrowright \mathbb{E}^d$ for some $d \in \mathbb{Z}^{n+1}$ such that

1. For all $i$ we have $i^{-1}(\partial_i\mathbb{E}^d) = \partial X$.
2. The intersection of $X(a)$ and $\mathbb{E}^d(b)$ is perpendicular for all $b < a$ in $\{0, 1\}^n$.

A neat embedding is a neat immersion that is also an embedding.

Given a neat immersion $i: X \looparrowright \mathbb{E}^d$ we have a normal bundle $\nu_i(a)$ for each immersion $i(a): X(a) \looparrowright \mathbb{E}^d(a)$ as the orthogonal complement of the tangent bundle of $X(a)$ in $T\mathbb{E}^d(a)$.

**Definition 2.4.** A flow category is a pair $(\mathcal{C}, |-|$) where $\mathcal{C}$ is a category with finitely many objects $\text{Ob} = \text{Ob}(\mathcal{C})$ and $|-|: \text{Ob} \to \mathbb{Z}$ is a function, called the grading, satisfying the following:

1. $\text{Hom}(x, x) = \{\text{id}\}$ for all $x \in \text{Ob}$, and for $x \neq y \in \text{Ob}$, $\text{Hom}(x, y)$ is a smooth, compact $(|x| - |y| - 1)$-dimensional $(|x| - |y| - 1)$-manifold which we denote by $\mathcal{M}(x, y)$.
2. For $x, y, z \in \text{Ob}$ with $|z| - |y| = m$, the composition map

$$\circ: \mathcal{M}(z, y) \times \mathcal{M}(x, z) \to \mathcal{M}(x, y)$$

is an embedding into $\partial_m \mathcal{M}(x, y)$. Furthermore,

$$\circ^{-1}(\partial_i \mathcal{M}(x, y)) = \begin{cases} \partial_i \mathcal{M}(z, y) \times \mathcal{M}(x, z) & \text{for } i < m \\ \mathcal{M}(z, y) \times \partial_{i-m} \mathcal{M}(x, z) & \text{for } i > m \end{cases}$$

3. For $x \neq y \in \text{Ob}$, $\circ$ induces a diffeomorphism

$$\partial_i \mathcal{M}(x, y) \cong \bigsqcup_{z, |z| = |y|+i} \mathcal{M}(z, y) \times \mathcal{M}(x, z).$$

We also write $\mathcal{M}_Q(x, y)$ if we want to emphasize the flow category. The manifold $\mathcal{M}(x, y)$ is called the moduli space from $x$ to $y$, and we also set $\mathcal{M}(x, x) = \emptyset$.

Note that $\mathcal{M}(x, y) = \emptyset$ whenever $|y| \geq |x|$, as the empty set is the only negative dimensional manifold.

**Example 2.5.** Let $f: M \to \mathbb{R}$ be a Morse function on a closed manifold $M$, and let $v$ be a Morse-Smale gradient for $f$, meaning that all stable and unstable manifolds of $v$ intersect transversally. We then define the Morse flow category $\mathcal{C}_f$ as follows.

The objects are exactly the critical points of $f$, with grading given by the index. If $p$ is a critical point, define the stable and unstable manifolds with respect to the positive gradient flow, so that

$$W^s(p) = \{x \in M \mid \lim_{t \to \infty} \gamma_x(t) = p\}$$

where $\gamma_x: \mathbb{R} \to M$ is the flowline of $v$ with $\gamma_x(0) = x$, and

$$W^u(p) = \{x \in M \mid \lim_{t \to -\infty} \gamma_x(t) = p\}.$$
Given two different critical points $p$ and $q$, let
\[ \mathcal{M}(p, q) = \frac{W^u(p) \cap W^s(q)}{\mathbb{R}}, \]
where $\mathbb{R}$ acts on this intersection using the flow. Then $\mathcal{M}(p, q)$ can be embedded into $W^s(p) \cap f^{-1}(\{a\})$ for every $a \in (f(q), f(p))$, and it follows from the transversality condition that this is a smooth manifold of dimension $\text{ind}(p) - \text{ind}(q) - 1$. To get the moduli space $\mathcal{M}(p, q)$ we compactify this space by adding all the broken flowlines between $p$ and $q$ using [AB95, Lm.2.6].

**Definition 2.6.** Let $\mathcal{C}$ be a flow category and $\mathbf{d} = (d_A, \ldots, d_{B-1}) \in \mathbb{Z}^{B-A}$ a sequence of non-negative integers with $A \leq |x| \leq B$ for all $x \in \text{Ob}(\mathcal{C})$. A neat immersion $\iota$ of the flow category $\mathcal{C}$ relative $\mathbf{d}$ is a collection of neat immersions $\iota_{x,y}: \mathcal{M}(x,y) \hookrightarrow \mathbb{E}^d[|y| : |x|]$ for all objects $x, y$ such that for all objects $x, y, z$ and all points $(p, q) \in \mathcal{M}(z,y) \times \mathcal{M}(x,z)$ we have
\[ \iota_{x,y}(p \circ q) = (\iota_{z,y}(p), 0, \iota_{x,z}(q)). \]

The neat immersion $\iota$ is called a neat embedding, if for all $i, j$ with $A \leq j < i \leq B$ the induced map
\[ \iota_{i,j} : \coprod_{(x,y), |x| = i, |y| = j} \mathcal{M}(x,y) \rightarrow \mathbb{E}^d[j : i] \]
is an embedding.

**Definition 2.7.** Let $\iota$ be a neat immersion of a flow category $\mathcal{C}$ relative $\mathbf{d}$. A coherent framing $\varphi$ of $\iota$ is a framing for the normal bundle $\nu_{x,y}$ for all objects $x, y$, such that the product framing of $\nu_{x,y} \times \nu_{x,z}$ equals the pullback framing of $\sigma^*\nu_{x,y}$ for all objects $x, y, z$.

A framed flow category is a triple $(\mathcal{C}, \iota, \varphi)$, where $\mathcal{C}$ is a flow category, $\iota$ a neat immersion and $\varphi$ a coherent framing of $\iota$.

Given a framed flow category $(\mathcal{C}, \iota, \varphi)$, we can associate a chain complex $C_*(\mathcal{C}, \iota, \varphi)$ as follows. The $n$-th chain group is the free abelian group generated by the objects with grading $n$, and if $x, y \in \text{Ob}$ are objects with $|x| = |y| + 1 = n$, the coefficient in the boundary between $x$ and $y$ is the sign of the 0-dimensional compact moduli space $\mathcal{M}(x,y)$ obtained from the framing in $\mathbb{R}^{n-1} = \mathbb{E}^d[n-1 : n]$. The condition of a coherent framing ensures that we get indeed a chain complex. Dually we can also associate a cochain complex $C^*(\mathcal{C}, \iota, \varphi)$.

There are various ways to think of a framing of an immersed manifold. For our constructions it will be useful to think of a framing of an immersion $\iota : \mathcal{M}(a,b) \rightarrow \mathbb{E}^d[|b| : |a|]$ as an immersion
\[ \varphi : \mathcal{M}(a,b) \times [-\varepsilon, \varepsilon]^{d_{[a_1]} + \cdots + d_{[a_i]-1}} \rightarrow \mathbb{E}^d[|b| : |a|] \]
such that $\varphi(x,0) = \iota(x)$ for all $x \in \mathcal{M}(a,b)$.

### 2.2. The associated stable homotopy type.

As was briefly alluded to in the introduction, there is a process that allows one to construct, from a given framed flow category $\mathcal{C}$, a CW complex $|\mathcal{C}|$. This CW complex is constructed in such a way that its cellular cochain complex $C^*(|\mathcal{C}|)$ is isomorphic (after some grading shift) to the cochain complex $C^*(\mathcal{C})$ obtained from $\mathcal{C}$. An outline of the construction of $|\mathcal{C}|$ was first given by Cohen-Jones-Segal (inspired by Franks [Fra79]) in attempt to achieve a spectrum (or space-level refinement) for Floer homology. As expressed
in [CJS05], their attempt was not entirely successful but they do outline a detailed recipe for constructing a CW complex from any given framed flow category; a recipe that was implemented successfully in [LS14a] to produce such a spectrum for Khovanov cohomology, namely the Lipshitz-Sarkar stable homotopy type. The immediate output of the Cohen-Jones-Segal machine is a CW complex that we shall define in this section. It should be noted that the Lipshitz-Sarkar stable homotopy type is defined as a (de-)suspension of this output where the input is a particular Khovanov flow category, constructed in [LS14a].

**Definition 2.8.** Let $(\mathcal{E}, \iota, \varphi)$ be a framed flow category relative $d$. For an arbitrary object $a$ in $\text{Ob}(\mathcal{E})$ of degree $m$, recall that for each object $b$ in $\text{Ob}(\mathcal{E})$ of degree $n < m$, we have a framed neat embedding

$$t_{a,b} : \mathcal{M}(a, b) \times [-\varepsilon, \varepsilon]^{d_n + \cdots + d_{m-1}} \to [-R, R]^{d_n} \times [0, R] \times \cdots \times [0, R] \times [-R, R]^{d_{m-1}}$$

where $R$ is chosen to be large enough that all moduli spaces $\mathcal{M}(a, b)$ can be embedded in this way. Moreover, choose $B < A \in \mathbb{Z}$ as in Definition 2.6 so that every object $a \in \text{Ob}(\mathcal{E})$ satisfies $B \leq |a| \leq A$. The CW complex $|\mathcal{E}|$ consists of one 0-cell (the basepoint) and one $(d_B + \cdots + d_{A-1} - B + m)$-cell $C(a)$ for every object $a$ of $\mathcal{E}$ defined as

$$[0, R] \times [-R, R]^{d_B} \times \cdots \times [-R, R]^{d_{m-1}} \times \{0\} \times [-\varepsilon, \varepsilon]^{d_m} \times \cdots \times \{0\} \times [-\varepsilon, \varepsilon]^{d_{A-1}}.$$

Each cell $C(a)$ is considered a subset of a different copy of the ambient space $\mathbb{R}_+ \times \mathbb{R}^{d_B} \times \cdots \times \mathbb{R}_+ \times \mathbb{R}^{d_{A-1}}$. The neat embedding $\iota$ can be used to identify particular subsets

$$(1) \quad \mathcal{M}(a, b) \times C(b) \cong C_b(a) \subset \partial_b C(a)$$

in the following way:

$$C_b(a) = [0, R] \times [-R, R]^{d_B} \times \cdots \times [-R, R]^{d_{m-1}} \times \{0\} \times \iota_{a,b} \bigl( \mathcal{M}(a, b) \times [-\varepsilon, \varepsilon]^{d_n + \cdots + d_{m-1}} \bigr) \times \{0\} \times [-\varepsilon, \varepsilon]^{d_m} \times \cdots \times \{0\} \times [-\varepsilon, \varepsilon]^{d_{A-1}} \subset \partial C(a).$$

It will be useful to introduce notation for this identification by letting

$$(2) \quad \Gamma_{a,b} : \mathcal{M}(a, b) \times C(b) \to \partial_b C(a)$$

be the identification $\mathcal{M}(a, b) \times C(b) \cong C_b(a)$. Let

$$(3) \quad C = d_B + \cdots + d_{A-1} - B.$$
family of framed neat embeddings between two perturbations \((t_0, \varphi_0)\) and \((t_1, \varphi_1)\) of \((t, \varphi)\), it can be shown that the CW complexes \(|\mathcal{C}|_{t_0, \varphi_0}\) and \(|\mathcal{C}|_{t_1, \varphi_1}\) are isomorphic (also [LS14a, Lemma 3.25]). A choice of different \(A, B,\) and \(d\) gives rise to a stably homotopy equivalent CW complex (see [LS14a, Lemma 3.26]) that is a suspension of the original CW complex a number of times.

This construction of \(|\mathcal{C}|\) is also shown to agree with the construction of [CJS95] in [LS14a, Prop3.27], and is referred to as the \textit{realisation} of \(\mathcal{C}\).

3. A flow category associated to a glued diagram

The framed flow category that we associate to a matched diagram will be obtained in a somewhat similar way as that associated to a diagram in [LS14a]. The first difference is that we shall require a different flow category than the cube flow category downstairs. Again this category is essentially obtained from a Morse product construction. In the case of an elementary tangle with two crossings the factor category requires three consecutively graded objects, with one morphism point between the first two, two morphism points between the last two, and the 1-dimensional moduli space given by an interval. Morse-theoretically, this category can be obtained as in Figure 5. For more general diagram decompositions, the construction is a little more involved.

![Figure 5. A Morse function on a sock.](image-url)

3.1. The sock flow category. For any integer \(n \geq 2\) and \(N \geq 1\) one can define the Lens space \(L^{2N+1}(n) = L^{2N+1}(n; 1, \ldots, 1)\) as the quotient space of \(S^{2N+1} \subset \mathbb{C}^{N+1}\) by the action of \(\mathbb{Z}/n\) given via

\[
t \cdot (z_0, \ldots, z_N) = (e^{2\pi i/n} z_0, \ldots, e^{2\pi i/n} z_N)
\]

where \(t\) represents a generator of \(\mathbb{Z}/n\). It is well known that \(H_j(L^{2N+1}(n); \mathbb{Z}/n) \cong \mathbb{Z}/n\) for all \(j = 0, \ldots, 2N + 1\) and 0 otherwise. We want to define a Morse function \(g\): \(L^{2N+1}(n)\) and a Morse-Smale gradient for it which is perfect with respect to \(\mathbb{Z}/n\) coefficients.

Let \(f: \mathbb{C}P^N \to \mathbb{R}\) be the well-known Morse function given by

\[
f([z_0 : \cdots : z_N]) = \sum_{j=1}^{N} j|z_j|^2,
\]

where \(\sum_{j=0}^{N} |z_j|^2 = 1\). Now let \(F: S^{2N+1} \to \mathbb{R}\) be given by \(F = f \circ p\), where \(p: S^{2N+1} \to \mathbb{C}P^N\) is the quotient map

\[
p(z_0, \ldots, z_N) = [z_0 : \cdots : z_N].
\]
Then $F$ is a Morse-Bott function with $N + 1$ critical manifolds given by

$$S_j = \{(0, \ldots, 0, z_j, 0, \ldots, 0) \in S^{2N+1}\}$$

each of which is a circle and whose index is given by $2j$, for $j = 0, \ldots, N$. For $n \geq 2$ let $g_n : S^1 \to \mathbb{R}$ be given by

$$g_n(z) = z^n + \bar{z}^n,$$

a $\mathbb{Z}/n$-invariant Morse function with $n$ maxima and $n$ minima, where $\mathbb{Z}/n$ acts on $S^1$ by

$$t \cdot z = z \cdot e^{2\pi i/n}.$$  

Using $g_n$, we can modify $F$ to a $\mathbb{Z}/n$-invariant Morse function $F_n$ on $S^{2N+1}$ which has exactly $2n(N + 1)$ critical points, and which induces a $\mathbb{Z}/n$-perfect Morse function on $L^{2N+1}(n)$. In fact, it induces a $\mathbb{Z}/n$-perfect Morse function on any Lens space $L^{2N+1}(n; q_1, \ldots, q_N)$, but we will only need a particular one.

For $t \in \mathbb{R}$ denote by $\psi : S^1 \to S^1$ the $\mathbb{Z}/n$-equivariant negative gradient flow of $g_n$. We can extend the flow $\psi$ to $\mathbb{C}$ radially. Then $\Phi : S^{2N+1} \times \mathbb{R} \to S^{2N+1}$ given by

$$(\{(s_0, \ldots, s_N) \mid t\} \mapsto \{(\psi_{t(s_0)}e^{-t(s_1)}, \psi_{t(s_2)}e^{-t(s_2)}, \ldots, e^{-t(s_N)}\psi_{t(s_N)}\}$$

is a $\mathbb{Z}/n$-equivariant negative gradient flow for $F_n$.

In particular, this induces a negative gradient flow on $L^{2N+1}(n)$ to the induced Morse function $g : L^{2N+1}(n) \to \mathbb{R}$. It is easy to see that the critical points are given by

$$p_{2j} = [0, \ldots, 0, e^{\pi i/n}, 0, \ldots, 0]$$

and

$$p_{2j+1} = [0, \ldots, 0, 1, 0, \ldots, 0]$$

for $j = 0, \ldots, N$ with the non-zero entry in the $j$-th coordinate, and the stable and unstable manifolds intersect transversely. We can therefore form the Morse flow category.

It is clear that $M(p_{2j+1}, p_{2j}) = \{P, M\}$ consists of two points, one will be framed + and the other will be framed −.

**Lemma 3.1.** For $0 \leq j < k \leq N$ and $\varepsilon_1, \varepsilon_2 \in \{0, 1\}$ the open moduli spaces $M(p_{2k+\varepsilon_1}, p_{2j+\varepsilon_2})$ are a disjoint union of $n$ components, each of which is diffeomorphic to an open disc. Furthermore, the action of $\mathbb{Z}/n$ on $L^{2N+1}(n)$ given by

$$t \cdot [z_0, z_1, \ldots, z_N] = [e^{2\pi i/n}z_0, z_1, \ldots, z_N]$$

induces an action on moduli spaces which permutes the components.

**Proof.** Points $x \in W^s(p_{2k+\varepsilon_1}) \cap W^u(p_{2j+\varepsilon_2})$ are of the form

$$x = [0, \ldots, 0, z_j, \ldots, z_k, 0, \ldots, 0]$$

with $z_j \neq 0 \neq z_k$. Furthermore, we can assume that $\arg z_k \in (-\pi/n, \pi/n)$ for $\varepsilon_1 = 1$ and $\arg z_k = \pi/n$ for $\varepsilon_1 = 0$.

Also, if $\varepsilon_2 = 0$, then

$$\arg z_j \in (0, 2\pi/n) \cup (2\pi/n, 4\pi/n) \cup \cdots \cup ((2n-2)\pi/n, 2\pi)$$

and

$$\arg z_k \in (-2\pi/n, 0) \cup (2\pi/n, 4\pi/n) \cup \cdots \cup ((2n-2)\pi/n, 2\pi)$$

for $\varepsilon_1 = 1$. Therefore, the critical manifolds $S_j$ are given by

$$S_j = \{(0, \ldots, 0, z_j, 0, \ldots, 0) \in S^{2N+1}\}$$

and

$$S_k = \{(0, \ldots, 0, z_k, 0, \ldots, 0) \in S^{2N+1}\}.$$
and if $\varepsilon_2 = 1$, then $\arg z_j \in \{0, 2\pi/n, \ldots, (2n - 2)\pi/n\}$. Therefore there are at least $n$ components depending on the component that $z_j$ is in. To see that these are all the components, and each component is a disc, consider the point 

\[ [0, \ldots, 0, e^{(1-\varepsilon_2)\pi/n} \sqrt{2}, 0, \ldots, 0, e^{\varepsilon_1\pi/n} \sqrt{2}, 0, \ldots, 0]. \]

This point can be considered as an origin, and all points $x \in W^u(p_{2k+\varepsilon_1}) \cap W^s(p_{2j+\varepsilon_2})$ are in a straight line to this point or to the analogue point in a different component, and we can identify each component as a star-like open subset of Euclidean space, which shows that each component is diffeomorphic to an open disc.

The statement about the action on moduli spaces is clear, with the action being trivial for $j > 0$.

In particular, we get $\mathcal{M}(p_{2j}, p_{2j-1}) = \{P_1, \ldots, P_n\}$ for $j = 1, \ldots, N$, where each $P_k$ corresponds to the trajectory $t \to [0, \ldots, 0, 1, e^{-t+(2k-1)\pi/n}, 0, \ldots, 0]$.

The 1-dimensional moduli spaces $\mathcal{M}(p_{2j}, p_{2j-2})$ are easily identified as $n$ intervals with boundaries pairing as $(P_k, P)$ with $(P_{k+1}, M)$ for $k = 1, \ldots, n-1$ and $(P_n, P)$ with $(p_1, M)$. Similarly, $\mathcal{M}(p_{2j+1}, p_{2j-1})$ consists of $n$ intervals with boundaries pairing as $(P_k, P)$ with $(M, P_{k+1})$ for $k = 1, \ldots, n-1$ and $(P_n, P)$ with $(M, p_1)$.

We will also need to know the 2-dimensional moduli spaces $\mathcal{M}(p_{2j+1}, p_{2j-2})$. As the boundary is determined by the lower dimensional moduli spaces between these objects, and we know the number of components by Lemma 3.1, we see that the moduli space are squares with corners given by $(P, P_k, P)$, $(P, P_{k+1}, M)$, $(M, P_{k+2}, M)$ and $(M, P_{k+1}, P)$ for $k = 1, \ldots, n$, where we identify $P_1 = P_{n+1}$ and $P_2 = P_{n+2}$. As we shall see later, we do not need to know other moduli spaces.

Given $r > 0$, we can define a flow category $\mathcal{F}^n_r$ whose objects are given by $0, \ldots, r$, and the moduli spaces are given by

\[ \mathcal{M}(k, j) = \mathcal{M}(p_{k+1}, p_{j+1})/(\mathbb{Z}/n). \]

In particular, $\mathcal{M}(k, j) = \mathcal{M}(p_{k+1}, p_{j+1})$ if $j > 0$. Here $N$ is chosen so that $2N \geq r$ to ensure that all moduli spaces are defined.

For $r < 0$ and $k < j \in \{r, r+1, \ldots, 0\}$ we define

\[ \mathcal{M}(k, j) = \mathcal{M}(p_{j}, p_{k+1})/(\mathbb{Z}/n) \]

to get the flow category $\mathcal{F}^n_r$ which is dual to $\mathcal{F}^n_{-r}$. Note that this is a quotient of the Morse flow category of the Morse function $-g$.

For $r = (r_1, \ldots, r_m) \in (\mathbb{Z} - \{0\})^m$ let $G: (L^{2N+1}(n))^m \to \mathbb{R}$ be the Morse function given by

\[ G(x_1, \ldots, x_m) = \sum \text{sgn}(r_i)g(x_i) + \cdots + \text{sgn}(r_m)g(x_m) \]

and $\mathcal{G}_G$ the corresponding Morse-flow category, where $2N \geq \max\{|r_1|, \ldots, |r_m|\}$. The group $(\mathbb{Z}/n)^m$ acts on $(L^{2N+1}(n))^m$ by letting each coordinate in $(\mathbb{Z}/n)^m$ act on the corresponding coordinate in $(L^{2N+1}(n))^m$ by $(4)$. This action induces an action of $(\mathbb{Z}/n)^m$ on the moduli spaces of $\mathcal{G}_G$ and we define the flow category $\mathcal{F}^n_r$ as follows.

**Definition 3.2.** The objects of $\mathcal{F}^n_r$ are given by $a = (a_1, \ldots, a_m) \in \mathbb{Z}^m$ with $0 \leq a_j \leq r_j$ if $r_j > 0$ or $r_j \leq a_j \leq 0$ if $r_j < 0$, for all $j = 1, \ldots, m$. The grading is
given by \(|a| = a_1 + \cdots + a_m\) and the moduli spaces are given by
\[
\mathcal{M}(a, \ldots, a_m, (b_1, \ldots, b_m)) = \\
\mathcal{M}(p|a_1| + 1, \ldots, p|a_m| + 1, \{p|b_1| + 1, \ldots, p|b_m| + 1\})/(\mathbb{Z}/n)^m.
\]

Note that since we use the negative Morse function \(-g\) for coordinates with \(r_j < 0\), we do not have to interchange the role of \(a_j\) and \(b_j\) in those coordinates.

**Proposition 3.3.** Let \(r \in (\mathbb{Z} - \{0\})^m\) and \(a, b\) objects in \(\mathcal{F}_r^n\). Then \(\mathcal{M}(a, b)\) is a disjoint union of discs.

**Proof.** From the construction of the flow category \(\mathcal{F}_r^n\) it is enough to show that the same holds for the flow category of the Morse function \(G\) defined on the product of lens spaces. To see that this holds we use induction on \(m\). For \(m = 1\) it follows from the description of the Morse flow category given above, where all moduli spaces are disjoint unions of cubes. The induction step follows from Lemma 3.4 below. \(\square\)

**Lemma 3.4.** Let \(f: M \to \mathbb{R}\) and \(g: N \to \mathbb{R}\) be Morse functions on closed, smooth manifolds \(M\) and \(N\), and let \(v_M, v_N\) be Morse-Smale gradients for the respective Morse function. Let \(\mathcal{C}_F\) be the Morse flow category of the Morse function \(F: M \times N \to \mathbb{R}\) given by \(F(x, y) = f(x) + g(y)\) with Morse-Smale gradient \(v(x, y) = (v_M(x), v_N(y))\). If \(a, b\) are critical points of \(f\) with \(\text{ind}(a) \geq \text{ind}(b)\) and \(p, q\) are critical points of \(g\) with \(\text{ind}(p) \geq \text{ind}(q)\), then \(\mathcal{M}_{\mathcal{F}_r}((a, p), (b, q))\) is PL-homeomorphic to

\[
\mathcal{M}_F(a, b) \times \mathcal{M}_F(p, q) \times [0, 1] \text{ if } \text{ind}(a) > \text{ind}(b) \text{ and } \text{ind}(p) > \text{ind}(q).
\]

\[
\mathcal{M}_F(a, b) \text{ if } \text{ind}(a) > \text{ind}(b) \text{ and } p = q.
\]

\[
\mathcal{M}_F(p, q) \text{ if } a = b \text{ and } \text{ind}(p) > \text{ind}(q).
\]

Note that for \(\text{ind}(a) > \text{ind}(b)\) and \(\text{ind}(p) > \text{ind}(q)\) we usually do not get a diffeomorphism between \(\mathcal{M}_F((a, p), (b, q))\) and \(\mathcal{M}_F(a, b) \times \mathcal{M}_F(p, q) \times [0, 1]\), as there will usually be more corners in \(\mathcal{M}_F((a, p), (b, q))\).

**Proof.** The cases where \(a = b\) or \(p = q\) are easy to see, so we will focus on the case where \(\text{ind}(a) > \text{ind}(b)\) and \(\text{ind}(p) > \text{ind}(q)\). The proof is by induction on \(\text{ind}(a, p) - \text{ind}(b, q) \geq 2\) with the root case being trivial.

To simplify our notations we will drop the role of \(a_j\) and \(b_j\) in those coordinates.

Let \(c\) be a critical point of \(f\) with \(\text{ind}(a) > \text{ind}(c) > \text{ind}(b)\) and \(r\) a critical point of \(g\) with \(\text{ind}(p) > \text{ind}(r) > \text{ind}(q)\). Since \(\mathcal{C}_F\) is a flow category, the boundary of \(\mathcal{M}(ap, bq)\) is

\[
\partial \mathcal{M}(ap, bq) = \mathcal{M}(bp, bq) \times \mathcal{M}(ap, bp) \cup \mathcal{M}(aq, bq) \times \mathcal{M}(ap, aq) \cup \\
\bigcup_{(c, r) \neq (a, p, b, q)} \mathcal{M}(cp, bq) \times \mathcal{M}(ap, cp) \cup \mathcal{M}(cq, bq) \times \mathcal{M}(ap, cq) \cup \\
\mathcal{M}(br, bq) \times \mathcal{M}(ap, br) \cup \mathcal{M}(ar, bq) \times \mathcal{M}(ap, ar) \cup \\
\mathcal{M}(cr, bq) \times \mathcal{M}(ap, cr).
\]

If \(\text{ind}(a) - \text{ind}(b) = 1\) or \(\text{ind}(p) - \text{ind}(q) = 1\), this picture simplifies, and the following arguments simplify also.
Note that $\mathcal{M}(bp, bq) \times \mathcal{M}(ap, by) \cong \mathcal{M}(p, q) \times \mathcal{M}(a, b)$, and the same holds for $\mathcal{M}(aq, bq) \times \mathcal{M}(ap, aq)$. We want to show that $\mathcal{M}(ap, bq)$ is a cylinder between these two boundary parts. To distinguish these parts more easily, we write

$$\mathcal{M}(a, b) \boxtimes \mathcal{M}(p, q) \subset \mathcal{M}(ap, bq)$$

for $\mathcal{M}(bp, bq) \times \mathcal{M}(ap, by)$ to indicate that these are the broken flow lines that first go from $ap$ to $bp$, and then from $bp$ to $aq$. Hence we also write $\mathcal{M}(aq, bq) \times \mathcal{M}(ap, aq) = \mathcal{M}(p, q) \boxtimes \mathcal{M}(a, b)$.

By induction hypothesis, we have

$$\mathcal{M}(cp, bq) \times \mathcal{M}(ap, cp) \cong (\mathcal{M}(c, b) \times \mathcal{M}(p, q) \times [0, 1]) \times \mathcal{M}(a, c)$$

and

$$\mathcal{M}(cq, bq) \times \mathcal{M}(ap, cq) \cong \mathcal{M}(c, b) \times (\mathcal{M}(a, c) \times \mathcal{M}(p, q) \times [0, 1])$$

and we can think of these two boundary parts as combining to a cylinder $C_1$ between

$$\mathcal{M}(a, c) \boxtimes \mathcal{M}(c, b) \boxtimes \mathcal{M}(p, q) \subset \mathcal{M}(a, b) \boxtimes \mathcal{M}(p, q)$$

and

$$\mathcal{M}(p, q) \boxtimes \mathcal{M}(c, b) \boxtimes \mathcal{M}(a, c) \subset \mathcal{M}(p, q) \boxtimes \mathcal{M}(a, b)$$

with $\mathcal{M}(a, c) \boxtimes \mathcal{M}(p, q) \boxtimes \mathcal{M}(c, b)$ in the middle.

Similarly, $\mathcal{M}(br, bq) \times \mathcal{M}(ap, br) \cup \mathcal{M}(ar, bq) \times \mathcal{M}(ap, ar)$ is a cylinder $C_2$ between

$$\mathcal{M}(a, b) \boxtimes \mathcal{M}(p, r) \boxtimes \mathcal{M}(r, q) \subset \mathcal{M}(a, b) \boxtimes \mathcal{M}(p, q)$$

and

$$\mathcal{M}(p, r) \boxtimes \mathcal{M}(r, q) \boxtimes \mathcal{M}(a, b) \subset \mathcal{M}(p, q) \boxtimes \mathcal{M}(a, b)$$

with $\mathcal{M}(p, r) \boxtimes \mathcal{M}(a, b) \boxtimes \mathcal{M}(r, q)$ in the middle.

The two cylinders $C_1$ and $C_2$ intersect in two disjoint cylinders

$$\mathcal{M}(r, q) \times (\mathcal{M}(c, b) \times \mathcal{M}(p, r) \times [0, 1]) \times \mathcal{M}(a, c) \cup$$

$$\mathcal{M}(c, b) \times (\mathcal{M}(a, c) \times \mathcal{M}(r, q) \times [0, 1]) \times \mathcal{M}(p, r).$$

Finally,

$$\mathcal{M}(cr, bq) \times \mathcal{M}(ap, cr) \cong (\mathcal{M}(c, b) \times \mathcal{M}(r, q) \times [0, 1]) \times$$

$$(\mathcal{M}(a, c) \times \mathcal{M}(p, r) \times [0, 1]),$$

which we can think of as a square between

$$\mathcal{M}(a, c) \boxtimes \mathcal{M}(p, r) \boxtimes \mathcal{M}(c, b) \boxtimes \mathcal{M}(r, q), \mathcal{M}(a, c) \boxtimes \mathcal{M}(p, r) \boxtimes \mathcal{M}(c, b), \mathcal{M}(p, r) \boxtimes \mathcal{M}(a, c) \boxtimes \mathcal{M}(r, q) \boxtimes \mathcal{M}(c, b), \mathcal{M}(p, r) \boxtimes \mathcal{M}(a, c) \boxtimes \mathcal{M}(r, q) \boxtimes \mathcal{M}(c, b), \mathcal{M}(p, r) \boxtimes \mathcal{M}(a, c) \boxtimes \mathcal{M}(r, q) \boxtimes \mathcal{M}(c, b),$$

which fits exactly between the two cylinders $C_1$ and $C_2$. Because of the collar neighborhoods the boundary parts

$$\mathcal{M}(cp, bq) \times \mathcal{M}(ap, cp) \cup \mathcal{M}(cq, bq) \times \mathcal{M}(ap, cq) \cup \mathcal{M}(cr, bq) \times \mathcal{M}(ap, cr) \cup$$

$$\mathcal{M}(br, bq) \times \mathcal{M}(ap, br) \cup \mathcal{M}(ar, bq) \times \mathcal{M}(ap, ar)$$

combinatorially combine to a cylinder between

$$\mathcal{M}(a, c) \boxtimes \mathcal{M}(c, b) \boxtimes \mathcal{M}(p, q) \cup \mathcal{M}(a, b) \boxtimes \mathcal{M}(p, r) \boxtimes \mathcal{M}(r, q)$$

and

$$\mathcal{M}(p, q) \boxtimes \mathcal{M}(a, c) \boxtimes \mathcal{M}(c, b) \cup \mathcal{M}(p, r) \boxtimes \mathcal{M}(r, q) \boxtimes \mathcal{M}(a, b).$$
Repeating this for every pair \((c,r)\) gives a combinatorial cylinder between
\[
\partial(M(a,b) \boxtimes M(p,q)) \text{ and } \partial(M(p,q) \boxtimes M(a,b)).
\]

Using the interior of \(M(ap,bq)\) we can fill this cylinder of the boundary to a cylinder of \(M(a,b) \times M(p,q)\). This involves the gluing maps which come from the existence of collar neighborhoods in flow categories [Lau00], see also [AB95].

\section*{3.2. A cover of the sock flow category.}
We begin with a few definitions whose parallels in the construction of the Khovanov flow category will be apparent to the cognoscenti. In what follows the number \(n \geq 2\) is fixed and relates to the \(sl_n\) polynomial specialization of the HOMFLYPT polynomial (in particular \(n = 2\) refers Khovanov cohomology).

\begin{definition}
A weighted glued configuration is an embedding of a finite number of circles in \(\mathbb{R}^2\) together with a finite collection of arcs, disjoint from the circles and each other, except that the arcs meet the circles transversely. Furthermore we make a choice of the endpoints of \(A\), the \(L\)-endpoint and the \(R\)-endpoint \(\{p_L(A), p_R(A)\} = \partial A\); and we require that each arc carries a weighting by a pair of integers \(w(A) = (r,s)\) such that either \(0 < s \leq r\) or \(r \leq s < 0\).
\end{definition}

We note here that the choice of left and right endpoints will be shown to have no effect on the stable homotopy type eventually produced - see Proposition 4.14.

\begin{definition}
A labelled weighted glued configuration is a weighted resolution configuration in which each circle of the resolution is labelled with labels drawn from the set \(\{1,x,x^2,\ldots,x^{n-1}\}\). We write this as a pair \((D,y)\) where \(D\) is the weighted glued configuration and \(y\) is the labeling.
\end{definition}

\begin{definition}
We define a partial order \(<\) on labelled weighted glued configurations by first defining the primitive relation \(<_1\). We define \((E,z) <_1 (D,y)\) if

1. \((E,z)\) and \((D,y)\) are the same as embeddings of circles and arcs. In this case we require that the weightings of the arcs all agree except at a single arc \(A\) where the weightings are \(w(E) = (r,s)\) for \(E\) and \(w(D) = (r,s+1)\) for \(D\). We require that the labellings \(y\) and \(z\) agree everywhere apart from the circle or pair of circles which contain the endpoints of \(A\).
   a. If the arc \(A\) has endpoints which lie on the same circle \(C\) and \(s\) is both positive and odd or both negative and even, then we require that \(y(C) = xz(C)\).
   b. If the arc \(A\) has endpoints which lie on the same circle \(C\) and \(s\) is both positive and odd or both negative and even, then we require that \(z(C) = 1\) and \(y(C) = x^{n-1}\).
   c. If the arc \(A\) has endpoints lying on different circles \(p_L(A) \in C_L\) and \(p_R(A) \in C_R\) and \(s\) is both positive and odd or both negative and even, then we require that either \(y(C_L) = z(C_L)\) and \(y(C_R) = xz(C_R)\) or \(y(C_L) = xz(C_L)\) and \(y(C_R) = z(C_R)\).
   d. If the arc \(A\) has endpoints lying on different circles \(p_L(A) \in C_L\) and \(p_R(A) \in C_R\) and \(s\) is both positive and odd or both negative and even, then we require that \(y(C_L)y(C_R) = x^{n-1}z(C_L)z(C_R)\).
\end{definition}
Figure 6. We show what we mean by the vertical and horizontal smoothings of an elementary tangle (assumed to be $|r|$ horizontal half-twists as in Figure 1).

(2) $(D, y)$ as a diagram forgetting weights and labels is the result of doing surgery along an arc $A$ of $(E, z)$ and then deleting the arc. The weights on the common arcs of $(D, y)$ and $(E, z)$ agree, and the labels on the common circles also agree. We require that the weighting $w(A) = (r, s)$ satisfies $s = -1$.

Alternatively, $(E, z)$ as a diagram forgetting weights and labels is the result of doing surgery along an arc $A$ of $(D, y)$ and then deleting the arc. The weights on the common arcs of $(E, z)$ and $(D, y)$ agree, and the labels on the common circles also agree. We require that the weighting $w(A) = (r, s)$ satisfies $s = 1$.

In either case we require that the labellings $y$ and $z$ agree everywhere apart from on the three circles involved in the surgery. On the three circles involved in the surgery we require the following:

(a) If $D$ has one more circle than $E$, then we write the $C$ for the surgery-involved circle of $E$ and $C_1, C_2$ for the surgery-involved circles of $D$.

We require that $y(C_1)y(C_2) = x^{n-1}z(C)$.

(b) If $D$ has one fewer circle than $E$, then we write the $C$ for the surgery-involved circle of $D$ and $C_1, C_2$ for the surgery-involved circles of $E$.

We require that $y(C) = z(C_1)z(C_2)$.

We extend this primitive relation $<_1$ to the smallest possible partial ordering $<$. For notation we shall write $(E, z) <_1 (D, y)$ if $(E, z) < (D, y)$ and there is a chain of $i$ primitive relations connecting $(E, z)$ to $(D, y)$.

We next describe how a glued link diagram $D_r$ (see Definition 1.1) gives rise to an associated flow category. Eventually, we shall wish to distinguish the cases $n = 2$ and $n \geq 2$. In the latter case we shall be interested mainly in the situation in which $D_r$ is a matched diagram (see Definition 1.3), but for now we lose nothing by proceeding with no assumptions.

Suppose $D_r$ consists of $m$ elementary tangles of indices $r = (r_1, r_2, \ldots, r_m)$. We shall construct a flow category $L^n(D_r)$ as a disc cover of $\mathcal{S}^r$.  

**Definition 3.8.** A morphism of flow categories $\Psi : \mathcal{C}_1 \to \mathcal{C}_2$ is a grading-preserving functor $\Psi$ such that if $x, y \in \text{Ob}(\mathcal{C}_1)$ then

$$\Psi : \text{Hom}(x, y) \to \text{Hom}(\Psi(x), \Psi(y))$$

is a local diffeomorphism.
Definition 3.9. If $\Psi : \mathcal{C}_1 \to \mathcal{C}_2$ is a morphism of flow categories and each morphism space of $\mathcal{C}_2$ is homeomorphic to a disc, then we call $\mathcal{C}_1$ an *disc cover* of $\mathcal{C}_2$.

The useful point about disc covers is the following proposition.

**Proposition 3.10.** Suppose that $\widetilde{\text{Ob}}_1$ is a finite $\mathbb{Z}$-graded set, and suppose that $\widetilde{\mathcal{C}}_1$ is a flow category whose graded object set consists of those elements of grading $i$, $i + 1$, and $i + 2$ of $\widetilde{\text{Ob}}_1$. Let $\mathcal{C}_1$ be the category with object set $\text{Ob}_1$ with the smallest morphism sets such that each $\widetilde{\mathcal{C}}_1$, is a full subcategory. Further suppose that $\mathcal{C}_2$ is a flow category in which each morphism space is a disc. Finally suppose that $\widetilde{\Psi} : \widetilde{\mathcal{C}}_1 \to \mathcal{C}_2$ is a grading-preserving functor such that its restriction to each $\mathcal{C}_1$ is a morphism of flow categories.

Now for $a, b \in \text{Ob}_1$ with $|b| - |a| = 3$

$$\text{Hom}_{\mathcal{C}_1}(b, a) = \bigcup_{c : |a| < |c| < |b|} \text{Hom}_{\mathcal{C}_1}(c, a) \times \text{Hom}_{\mathcal{C}_1}(b, c)$$

is topologically a disjoint union of circles.

The functor $\widetilde{\Psi}$ induces maps

$$\widetilde{\Psi}_{b,a} : \text{Hom}_{\mathcal{C}_1}(b, a) \to \text{Hom}_{\mathcal{C}_2}(\widetilde{\Psi}(b), \widetilde{\Psi}(a))$$

which are covering maps. If these maps are trivial covering maps on each component of each $\text{Hom}_{\mathcal{C}_1}(b, a)$ then there is a unique flow category $\mathcal{C}_1$ and disc cover $\Psi : \mathcal{C}_1 \to \mathcal{C}_2$ such that

- $\mathcal{C}_1$ has object set $\widetilde{\text{Ob}}_1$,
- Restricting $\mathcal{C}_1$ to objects of grading $i$, $i + 1$, and $i + 2$ gives the flow category $\mathcal{C}_1$,
- $\mathcal{C}_1$ is a subcategory of $\mathcal{C}_1$,
- $\Psi$ is the restriction of the functor $\Psi$.

**Proof.** We determine $\mathcal{C}_1$ and $\Psi$ inductively. Firstly note that by hypothesis $\mathcal{C}_1$ and $\Psi$ are determined on the level of objects and on the level of the 0- and 1-dimensional moduli spaces.

Now taking $a, b \in \text{Ob}(\mathcal{C}_1)$ with $|b| - |a| = 3$ we note that $\partial \mathcal{M}(b, a)$, if $\mathcal{M}(b, a)$ exists, is already determined and is a disjoint union of circles. We know that $\mathcal{M}(b, a)$ must be obtained by filling each circle with a disc since $\Psi$ is a disc cover. Furthermore, doing this we can find a $\Psi$ defined on each 2-dimensional moduli space because of the trivial covering map hypothesis on $\Psi_{b,a}$.

Now taking $a, b \in \text{Ob}(\mathcal{C}_1)$ with $|b| - |a| = 4$ we note that the map

$$\Psi_{b,a}|_{\partial \mathcal{M}(b,a)} : \partial \mathcal{M}(b, a) \to \partial \mathcal{M}(\Psi(b), \Psi(a)),$$

(if we can define $\mathcal{M}_{b,a}$ and $\Psi_{b,a}$ consistently) is determined and is a local covering map of a 2-sphere, and hence a trivial covering. Hence we must obtain $\mathcal{M}(b, a)$ by filling in each 2-sphere boundary with a 3-ball. The induction can then continue, increasing the relative index of $b, a$, until $\mathcal{M}(b, a)$ is determined for each $a, b \in \text{Ob}(\mathcal{C}_1)$.

**□**

Proposition 3.10 provides a quick way to construct the flow category $\mathcal{L}^n(D_r)$. We shall describe the objects of $\mathcal{L}^n(D_r)$, along with the moduli spaces of dimensions
Figure 7. We show how an elementary tangle of index 4 (pictured in the top half of the figure) turns into five possible local pictures of a weighted glued configuration (pictured in the bottom half of the figure). Here $s$ is either 1, 2, 3, or 4.

less than 2. At the same time, we shall construct a disc cover $\Phi$ from $\mathcal{L}^n(D_r)$ to $\mathcal{R}_r$ by giving it on the moduli spaces of dimensions less than 2, verifying that the 1-dimensional trivial cover condition is satisfied, and then appealing to Proposition 3.10 to give the rest.

**Definition 3.11.** We define the objects of the category $\mathcal{L}^n(D_r)$ to be all possible labellings of a set of weighted glued configurations that occur as resolutions of $D_r$. To construct such a resolution, for each of the $m$ tangle summands either choose the horizontal or the vertical smoothing. If the vertical smoothing is chosen at crossing $i$ then add an arc connecting the two strands of that smoothing and decorate the arc by $(r_i, s_i)$ for some admissible choice of $s_i$. This gives a resolution of $D_r$, a weighted glued configuration $C$.

The objects of the category $\mathcal{L}^n(D_r)$ are exactly all possible labellings on all possible resolutions $C$ constructed in this way.

The local picture for the construction of a resolution is illustrated in Figure 7.

Now the objects of the flow category $\mathcal{R}_r^n$ are naturally described as $m$-tuples $s = (s_1, s_2, \ldots, s_m)$ where $|s_i| \leq |r_i|$ and $s_i$ is either 0 or agrees in sign with $r_i$. Recall that we wish to define the flow category $\mathcal{L}^n(D_r)$ via a locally covering morphism of flow categories $\Phi : \mathcal{L}^n(D_r) \to \mathcal{R}_r^n$. First we describe what this morphism does on the objects of $\mathcal{L}^n(D_r)$.

**Definition 3.12.** Let $C$ and $s_i$ be as in Definition 3.11. Then the map

$$C \mapsto (s_1, s_2, \ldots, s_m)$$

where we take $s_i = 0$ if the horizontal smoothing has been chosen at tangle $i$, when composed with the map that forgets labelings, gives a map from $\text{Ob}(\mathcal{L}(D_r))$ to the objects of $\text{Ob}(\mathcal{R}_r^n)$.

Now we wish to describe the morphisms of $\mathcal{L}^n(D_r)$. There is a (non-identity) morphism from object $(E, y)$ to object $(D, x)$ iff we have $(E, y) < (D, x)$. The cohomological grading of the objects of $\mathcal{L}^n(D_r)$ is inherited through the map $\Phi$ from the cohomological grading of the objects of $\mathcal{R}_r^n$. We begin by describing the 0-dimensional morphisms.
Definition 3.13. Suppose that \((E, y) <_1 (D, x)\), then we have that the moduli space \(\mathcal{M}((D, x), (E, y))\) has the structure of a compact 0-manifold. The number of points of \(\mathcal{M}((D, x), (E, y))\) is:

1. 2 if we are in case 1a of Definition 3.7,
2. \(n\) if we are in case 1b,
3. 1 if we are in any of the remaining cases.

Now we give the morphism of flow categories \(\Phi\) on the 0-dimensional moduli spaces already defined, and for this we need some notation. Suppose then that \(p = (i_1, \ldots, i_a, \ldots, i_m)\) and \(q = (i_1, \ldots, i_\alpha + 1, \ldots, i_m)\) are two objects of the flow category \(\mathcal{Z}_F\). In the case that \(0 \in \{i_\alpha, i_\alpha + 1\}\), we write the point in the moduli space \(\mathcal{M}_{\mathcal{Z}_F}(p, q)\) as \(P\). In the case that \(i_\alpha\) is both positive and odd or both negative and even, the moduli space \(\mathcal{M}_{\mathcal{Z}_F}(p, q)\) consists of two points \(P\) and \(M\). In the remaining case \(\mathcal{M}_{\mathcal{Z}_F}(p, q)\) consists of \(n\) points \(P_1, \ldots, P_n\).

To give completely the morphism \(\Phi\) on the 0-dimensional moduli spaces, we need to say which points of \(\mathcal{M}((D, x), (E, y))\) get sent to \(P\), to \(M\), or to \(P_i\) for \(1 \leq i \leq n\).

Definition 3.14. We refer to the list of Definitions 3.13 and 3.7, and describe where the points of \(\mathcal{M}((D, x), (E, y))\) get sent under \(\Phi\).

- (1a) The points map surjectively onto \(\{P, M\}\).
- (1b) The points map surjectively onto \(\{P_1, P_2, \ldots, P_n\}\).
- (1c) In the first case the point is sent to \(P\) and in the second it is sent to \(M\).
- (1d) If \(y(C_L) = x^k z(C_L)\) then the point is sent to \(P_{k+1}\).
- (2a), (2b) The point is sent to \(P\).

Next we wish to describe both the 1-dimensional morphism spaces of \(\mathcal{Z}'(D_F)\), and how the morphism of flow categories \(\Phi\) behaves on these morphism spaces of \(\mathcal{Z}'(D_F)\).

Definition 3.15. Suppose now that \((D, y) >_2 (E, z)\).

There are essentially two cases. One case is when \((D, y)\) and \((E, z)\) are related by a double surgery in a ‘ladybug’ formation: in this case there is a choice to be made about the moduli spaces \(\mathcal{M}((D, y), (E, z))\). The second case is the non-ladybug case, and here there is a unique choice of moduli spaces \(\mathcal{M}((D, y), (E, z))\) consistent with the existence of a disc-cover \(\Phi\) with the prescribed behavior already given on the 0-dimensional moduli spaces. We leave the verification of this latter case to the reader.

Now suppose that we are in the ladybug case. This means that we have \((D, y) >_1 (F, w) >_1 (E, z)\) where one performs a surgery to get from \(E\) to \(F\) and then another surgery to arrive at \(D\), and the associated handlebody to the double surgery is a disjoint union of a torus with two boundary components and some cylinders embedded in \([0, 1] \times \mathbb{R}^2\) with boundary \(D \subset \{0\} \times \mathbb{R}^2\) and \(E \subset \{1\} \times \mathbb{R}^2\).

By an isotopy of the plane we can ensure that the circle \(c_E\) of \(E\) undergoing two surgeries lies in the plane as shown in Figure 8. We write the surgered circle as \(c_D\).

We have that \(z(c_E) = 1\) and \(y(c_D) = x^{n-1}\). If \((F, w)\) is such that \((D, y) >_1 (F, w) >_1 (E, z)\) then \(F\) is the result of surgery along exactly one of the arcs of Figure 8, and the case of either surgery there are \(n\) possible labellings \(w\) of \(F\) (one of the new circles of \(F\) gets labelled with \(x^k\) and the other with \(x^{n-1-k}\) for each \(k = 0, 1, \ldots, n - 1\)).
Now we wish to define the moduli space $\mathcal{M}((D, y), (E, z))$ such that there is an extension of the morphism $\Phi$ already defined on the 0-dimensional moduli spaces of $\mathcal{L}_n^0(D_\tau)$ to $\mathcal{M}((D, y), (E, z))$. By counting the number of points of the boundary of $\mathcal{M}((D, y), (E, z))$, we see that $\mathcal{M}((D, y), (E, z))$ has to be the disjoint union of $n$ closed intervals. It remains to determine which pairs of points in the boundary are joined by an interval. This amounts to giving a bijection between the $n$ labellings $w_i$ following internal surgery (ie surgery along the internal arc) and the $n$ labellings $w_e$ following external surgery. Lipshitz and Sarkar have given a way to identify the two circles $c_{i,1}$ and $c_{i,2}$ obtained from $c_E$ by internal surgery with those circles $c_{e,1}$ and $c_{e,2}$ obtained by external surgery, and this is called the ladybug matching $L : \{c_{i,1}, c_{i,2}\} \to \{c_{e,1}, c_{e,2}\}$. We give a bijection of labellings via the ladybug matching by requiring $w_i(L(c_{i,1})) = w_i(c_{i,1})$ and $w_e(L(c_{i,2})) = w_i(c_{i,2})$.

This choice of bijection for each ladybug configuration then determines both the 1-dimensional moduli spaces of $\mathcal{L}_n^0(D_\tau)$ and how they cover the 1-dimensional moduli spaces of $\mathcal{S}_n^r$.

It still remains to check that this choice of 1-dimensional covering is consistent with the circle covering condition of Proposition 3.10. The critical case in which the ladybug choice plays a role turns out to be that of the ‘double ladybug’ as illustrated in Figure 9. Indeed, in this case the boundary of the corresponding 2-dimensional moduli space can be verified to be the disjoint union of $n$ hexagons.
We check that each double ladybug of Figure 9 is consistent with the circle covering condition of Proposition 3.10.

The disk in the sock flow category that we must consider has the cornered structure of a solid hexagon. The six vertices correspond to orderings of the surgery arcs (shown as numbers 1, 2, 3 in Figure 9), and the six edges correspond to pairs of orderings that differ by a transposition of the first two or last two arcs.

After having performed one or more of the surgeries, we shall also order the resulting circles (for notation), this time in increasing order of the $x$-coordinates of their leftmost points.

To specify a lift to $\mathcal{L}^n$ of a corner of the disk in the sock flow category we need to give a sequence of four objects in $\mathcal{L}^n$, the $i$th object being a decoration of the circles resulting from the first $i-1$ surgeries. For grading reasons, the circles before any surgery must be decorated with 1, and after all three surgeries they must be decorated with $x^{n-1}$. This means that it is enough to give the decoration after the first surgery, and the decoration after the first two surgeries. We shall therefore write a corner as

$$[(A, B, C), v_1, v_2]$$

where $\{A, B, C\} = \{1, 2, 3\}$ so that the first vector gives the ordering of the surgeries, and $v_i$ gives the decorations after $i$ surgeries for $i = 1, 2$.

We now verify that first double ladybug of Figure 9 satisfies the circle covering condition. Indeed, for each $k = 0, 1, \ldots, n-1$ there is a trivial cover of the boundary hexagon in the sock flow category given by the following cyclic ordering of vertices:

$$[(123), (x_k, x^{n-k-1}), (x^{n-1})], [(213), (x_k, x^{n-k-1}), (x^{n-1})],$$

$$[(231), (x_k, x^{n-k-1}), (x_k, x^{n-1}, x^{n-k-1})], [(321), (x_k, x^{n-k-1}), (x_k, x^{n-1}, x^{n-k-1})],$$

$$[(312), (x_k, x^{n-k-1}), (x^{n-1})], [(132), (x_k, x^{n-k-1}), (x^{n-1})].$$

Similarly, the second double ladybug gives

$$[(123), (x_k, x^{n-k-1}, 1), (x_k, x^{n-k-1})], [(213), (1), (x_k, x^{n-k-1})],$$

$$[(231), (1), (x_k, x^{n-k-1})], [(321), (1), (x_k, x^{n-k-1})],$$

$$[(312), (1), (x_k, x^{n-k-1})], [(132), (x_k, x^{n-k-1}), (x_k, x^{n-k-1})].$$

A priori, one needs to check that the circle covering condition is satisfied for all 3-dimensional ‘resolution configurations’. This can be done, but we suppress the other cases (which are much simpler) in the interests of length.

**Remark 3.16.** We note that $\mathcal{L}^n(D_r)$ can also be constructed as a cover of a framed flow category which itself has no dependence on $n$ (essentially one could take the underlying flow category to be the ‘$n = 1$’ Lens space). This approach makes the obstruction theory easier and also serves as a further indication that the stable homotopy type that we produce for $n > 2$ is the ‘correct’ object since its construction is seen to be even closer to the case $n = 2$ which returns the Lipshitz-Sarkar homotopy type. The downside is that there are then many more non-trivial ladybug configurations that need to be checked before one can be certain that one has defined a framed flow category.
4. THE STABLE HOMOTOPY TYPE OF A DIAGRAM

4.1. Obstruction theory and framings. Recall that the glued flow category $\mathcal{L}^n(D_r)$ arises as a disc cover of the sock flow category $\mathcal{F}^n_r$, and so a framing of $\mathcal{F}^n_r$ induces a framing of $\mathcal{L}^n(D_r)$.

In this subsection we consider the problem of framing the $\mathcal{F}^n_r$, and whether, given a glued diagram $D_r$, different framings may give rise to glued flow categories producing inequivalent stable homotopy types. In fact, not every moduli space of $\mathcal{F}^n_r$ is in the image of the covering map, and so we shall be able to make do with a partial framing of $\mathcal{F}^n_r$ in order to induce a complete framing on $\mathcal{L}^n(D_r)$.

Rather than work with $\mathcal{F}^n_r$, we work at first with the more general notion of a flow category all of whose morphism spaces are homeomorphic to disjoint unions of discs. We call such a flow category a disc flow category. Our work in this subsection generalizes work by Lipshitz-Sarkar in Subsection 4.2 of [LS14a] carried out there for the cube flow category. The reader with that to hand is at an advantage.

Let $\mathcal{D}$ be a disc flow category. From $\mathcal{D}$ we shall construct a CW-complex (not the complex $|\mathcal{D}|$) to define which we would require a framed embedding of $\mathcal{D}$ written $C(\mathcal{D})$. This complex $C(\mathcal{D})$ has a 0-cell for each object of $\mathcal{D}$, and an $(r+1)$-cell $C_M$ for each component $M$ of the $r$-dimensional moduli spaces of $\mathcal{D}$.

We attach the cells of $C(\mathcal{D})$ following the procedure that we now outline. Assume that all cells of index less than or equal to $i$ have been attached, giving us the $i$-skeleton $C(\mathcal{D})^i$. Let $a, b \in \text{Ob}(\mathcal{D})$ with $|a| = r$, $|b| = r + i + 1$, and let $M = \mathcal{M}(b, a)$ be a component of the moduli space from $b$ to $a$ (which we assume is non-empty). Now, $M$ is a manifold with corners that is homeomorphic to the closed $i$-disc $D^i$. We write $C(M) = M \times [r, r + i + 1]$ for the $(i+1)$-cell of $C(\mathcal{D})$ corresponding to $M$. We need to give the attaching map

$$\xi : \partial C(M) \to C(\mathcal{D}).$$

We first require that $\xi(M \times \{r\}) = \{a\}$ and $\xi(M \times \{r + i + 1\}) = \{b\}$. Next suppose that $c \in \text{Ob}(\mathcal{D})$ with $|c| = s$ such that $r < s < r + i + 1$. Then $\mathcal{M}(c, a) \times \mathcal{M}(b, c) \subseteq \partial \mathcal{M}(b, a)$ so consider a component $M_{ca}$ of $\mathcal{M}(c, a)$ and a component $M_{bc}$ of $\mathcal{M}(b, c)$ such that $M_{ca} \times M_{bc} \subseteq \partial M$. We now define

$$\xi|_{M_{ca} \times M_{bc} \times [r, s]} : M_{ca} \times M_{bc} \times [r, s] \to M_{ca} \times [r, s] = C(M_{ca})$$

and

$$\xi|_{M_{ca} \times M_{bc} \times [s, r + i + 1]} : M_{ca} \times M_{bc} \times [s, r + i + 1] \to M_{bc} \times [s, r + i + 1] = C(M_{bc})$$

by projection.

It is straightforward to check that $\xi$ is well-defined.

Definition 4.1. We call $\mathcal{F}$ a partial flow category of the flow category $\mathcal{F}$ if $\mathcal{F}$ is a wide subcategory of $\mathcal{F}$ such that the following condition holds. For $a, b \in \text{Ob}(\mathcal{F})$, if $M$ is a component of $\mathcal{M}_\mathcal{F}(b, a)$, then either $M \subseteq \mathcal{M}_\mathcal{F}(b, a)$ or no interior point of $M$ is in $\mathcal{M}_\mathcal{F}(b, a)$.

If we are in the case of Definition 4.1 (and using the same notations), then if $\mathcal{F}$ is a disc flow category then $\mathcal{F}$ determines a subcomplex $C(\mathcal{F})$ of $C(\mathcal{D})$ by restricting
to those cells corresponding to components of the moduli spaces of $\mathcal{C}(\mathcal{F})$ of full dimension.

Suppose that $\mathcal{F}$ comes with an embedding, and a framing of each 0-dimensional moduli space in subcategory $\mathcal{F}$, which extends coherently to the full-dimensional moduli space components of dimension 1. By comparison with the standard framing of the Euclidean spaces into which the points are embedded, this determines a 1-cochain $s \in C^1(\mathcal{C}(\mathcal{F}), \mathbb{F}_2)$, which we call a sign assignment for $\mathcal{F}$.

We wish to ask whether we can extend the framing of the 0-dimensional moduli spaces of $\mathcal{F}$ to a framing of the full-dimensional moduli space components of $\mathcal{F}$ coherently in the sense of Lipshitz-Sarkar. In other words, if $M$ is a component of $M_{\mathbb{F}}(b, a)$ and $M \subset M_{\mathbb{F}}(b, a)$ then the framing of $M_{\mathbb{F}}(b, a)$ should agree with the product framing of $M_{\mathbb{F}}(c, a) \times M_{\mathbb{F}}(b, c)$ on the boundary of $M_{\mathbb{F}}(b, a)$ where defined for each $c \in \text{Ob}(\mathcal{F})$. The answer lies in obstruction theory.

In order to define an obstruction class, we need to be careful with orientations. So for all full-dimensional moduli space components $N \subset M_{\mathbb{F}}(b, a)$, fix a choice of orientation, choosing the positive orientations for each 0-dimensional moduli space. Then the interior of the cell $C(N)$ is identified with $\tilde{N} \times \mathbb{R}$ and given the product orientation. If $b > 1$ and $M \subset M_{\mathbb{F}}(c, a)$ is a full-dimensional component then it may be embedded, perhaps multiple times, in $\partial N$ as a product of itself with a finite number of points $p$. For those triples $(M, N, p)$ where it makes sense, we write $t(M, N, p) \in \mathbb{F}_2$ where $t(M, N, p) = 0$ or 1 depending as the chosen orientation of $M$ agrees with or differs from the orientation induced on $M = M \times \{p\}$ as the boundary of $N$. We make a similar definition for when $b > c > 1$ and $M \subset M_{\mathbb{F}}(b, c)$.

For a full-dimensional component $M \subset M_{\mathbb{F}}(b, a)$, we note that the differential $\delta$ in the cochain complex $C^*(\mathcal{C}(\mathcal{F}), \mathbb{Z})$ is given by

$$\delta(C(M)) = \sum_{c > b > a \atop N \subset M_{\mathbb{F}}(c, a) \atop p \in M_{\mathbb{F}}(c, b) \atop M \times \{p\} \subset \partial N} (-1)^{t(M, N, p)} C(N) + \sum_{b > a > c \atop N \subset M_{\mathbb{F}}(b, c) \atop p \in M_{\mathbb{F}}(b, c) \atop \{p\} \times M \subset \partial N} (-1)^{t(M, N, p)} C(N)$$

where we write $C(M)'$ for the element of the standard dual basis whose dual is $C(M)$.

**Definition 4.2.** Assume that all full-dimensional moduli space components of $\mathcal{F}$ of dimension less than $k$ have been coherently framed. We shall produce a cochain $\mathcal{O} \in C^{k+1}(\mathcal{C}(\mathcal{F}), \pi_{k-1}(O))$, where we write $O$ for the direct limit of the orthogonal groups.

Let $M$ be a full-dimensional component of the moduli space $M_{\mathbb{F}}(b, a)$, of dimension $k$. Then $\partial M$ is a sphere $S^{k-1}$ oriented as the boundary of $M$, which already has a framing coming from the product framing of lower-dimensional moduli spaces.

Then, as in Definition 4.9 of [LS14a], we compare with a null-concordant framing of $S^{k-1}$ to produce an element of $\pi_{k-1}(O)$. Hence we get the cochain $\mathcal{O}$ as required.

Note that if $\mathcal{O} = 0$ then the coherent framing of $\mathcal{F}$ can be extended to the full-dimensional $k$-dimensional moduli space components of $\mathcal{F}$.

**Proposition 4.3.** The cochain $\mathcal{O}$ is a cocycle.
Proof. Let $M \subset \mathcal{M}_\varphi(b, a)$ be a $(k + 1)$-dimensional full-dimensional moduli space component. Then $C(M)$ is a $(k + 2)$-cell of the complex $C(\mathcal{F})$ and we wish to show that

$$\langle d\sigma, C(M) \rangle = 0.$$  

We write $S^k$ for $\partial M$. Suppose that $b > c > a$ and $N \times \{p\} \subset \mathcal{M}_\varphi(c, a) \times \mathcal{M}_\varphi(b, c)$ is a disc in $\partial M$, where $N$ is a component of $\mathcal{M}_\varphi(c, a)$. We write $D(N, p) = N \times \{p\} \subset S^k$ for the closed disc. Similarly, if $b > c > a$ we get closed discs $D(p, N) \subset \mathcal{M}_\varphi(c, a) \times \mathcal{M}_\varphi(b, c)$.

Let

$$B = S^k \setminus \left( \bigcup_{p, N} D(N, p) \cup \bigcup_{p, N} D(p, N) \right),$$

where the sum is taken over all $p, N$ for which it makes sense.

Now a map $\Phi : B \to O$ induces by restriction maps $\partial D(p, N) \to O$ and $\partial D(N, p) \to O$ and hence gives rise to $\phi_{p, N} \in \pi_{k - 1}(O)$ and $\phi_{N, p} \in \pi_{k - 1}(O)$. We claim that such maps must satisfy

$$(6) \quad \sum_{p, N} \phi_{p, N} + \sum_{N, p} \phi_{N, p} = 0.$$  

This follows from the fact that $B$ is $S^k$ with a number of $k$-discs removed.

To construct the map $\Phi$, note that $B$ is comprised of products of moduli spaces, each of which has already been coherently framed by hypothesis. So take any framing $f$ of $M$, and denote by $f_0$ the pullback to $B$. Then there is map $g_0 : B \to O(d)$ for some $d$ (depending on the dimension of the Euclidean space taken for the embedding of $\mathcal{F}$) such that $g_0(f_0)$ is the coherent framing we have by hypothesis. The map $\Phi$ is the composition of $g_0$ with the inclusion of $O(d)$ in $O$.

Now we ask how the group elements $\phi_{p, N}$ and $\phi_{N, p}$ are related to the group elements $\langle \sigma, N \rangle$.

In the case of $\phi_{p, N}$, simply note that $f$ restricted to $\{p\} \times N$ gives a null-concordant framing of $\{p\} \times N$, so that $\phi_{p, N}$ is exactly $\pm \langle \sigma, N \rangle$, depending as our chosen orientation on $N$ agrees or differs with the orientation on $N = \{p\} \times N$ induced as part of the boundary of $M$. In other words,

$$\langle \sigma, N \rangle = (-1)^{t(M, N, p)} \phi_{p, N},$$

and similarly for $\phi_{N, p}$

$$\langle \sigma, N \rangle = (-1)^{t(M, N, p)} \phi_{N, p}.$$  

Combining this with (5) and (6), we see that

$$\langle d\sigma, C(M) \rangle = \sum_{b > c > a} \sum_{p \in \mathcal{M}(c, a)} \sum_{N \times \{p\} \subset \partial M} (-1)^{t(M, N, p)} \sigma(C(N)) + \sum_{b > c > a} \sum_{p \in \mathcal{M}(c, a)} \sum_{N \times \{p\} \subset \partial M} (-1)^{t(M, N, p)} \sigma(C(N))$$

$$= \sum_{p, N} \phi_{p, N} + \sum_{N, p} \phi_{N, p} = 0. \quad \Box$$
Now suppose that $F$ has been embedded and that all the full-dimensional moduli space components of $\tilde{F}$ of dimension less than $k$ have been coherently framed. Let $\tau \in C^k(\mathcal{C}(\tilde{F}), \pi_{k-1}(O))$ be a cochain. We use $\tau$ to modify the framings of the moduli spaces components of dimension $k-1$ as follows. If $M$ is such a component then take a small ball $B \subset M$. Now $\tau(\mathcal{C}(M))$ is an element of $\pi_{k-1}(O)$ and so we represent $\tau$ by a map $B^{k-1} \to O(n)$ which takes the boundary $S^{k-2}$ to the identity (for some large $n$). Hence, after stabilization if necessary, we can use this map to alter the framing of $M$ in the interior of $B$.

This $\tau$-modification clearly alters the cocycle $\sigma$ by addition of $\delta \tau$. The next proposition is immediate.

**Proposition 4.4.** If the cocycle $\sigma$ of Definition 4.2 satisfies

$$[\sigma] \in H^{k+1}(\mathcal{C}(\tilde{F}), \pi_{k-1}(O)) = 0$$

then the coherent framing of the moduli space components of $\tilde{F}$ can be extended to the full-dimensional $k$-dimensional moduli space components of $\tilde{F}$ after perhaps modifying the framing on the $(k-1)$-dimensional components. \(\square\)

Now we wish to ask under which conditions, if we are given two framings of the full-dimensional moduli space components of $\tilde{F}$, we can be sure of obtaining the same stable homotopy type for a framed flow category described as a disc flow cover of $\tilde{F}$ (see Definition 3.9). A situation in which we certainly get the same stable homotopy type is when the two framings of $\tilde{F}$ can be related through an isotopy of framed embeddings, and this situation can be analysed by obstruction theoretic arguments very similar in flavor to those above. We therefore allow ourselves to be more brief.

Firstly, let us write $\iota_t$ for a 1-parameter family of embeddings of $F$ where $0 \leq t \leq 1$, and assume that $\iota_0$ and $\iota_1$ both have given coherent framings of the full-dimensional moduli space components of $\tilde{F}$ which give identical sign assignments. Since the sign assignments of $\iota_0$ and $\iota_1$ agree, we can extend the framings at $t = 0$ and $t = 1$ to frame each 0-dimensional moduli space of $\iota_t$ for $0 < t < 1$.

Assume inductively then that we have extended the framings of the full-dimensional $i$-dimensional moduli spaces of $\iota_0$ and $\iota_1$ to framings of the full-dimensional $i$-dimensional moduli spaces of each $\iota_t$ for all $i < k$ for some $k \geq 1$. We define an obstruction class $\sigma$.

**Definition 4.5.** If $M$ is a $k$-dimensional full-dimensional moduli space component of $\mathcal{M}_\tilde{F}(b,a)$, then the $k$-sphere

$$S^k_M = \iota_0(M) \cup \iota_1(M) \cup \bigcup_t \iota_t \partial M$$

has already been framed. Comparing this framing to a null-homotopic framing for each $M$ gives an element of $\pi_k(O)$ thus giving a cochain

$$\sigma \in C^{k+1}(\mathcal{C}(\tilde{F}), \pi_k(O)).$$

It is straightforward to check that $\sigma$ is a cocycle.

If now $\tau \in C^k(\mathcal{C}(\tilde{F}), \pi_k(O))$ is a cochain, we can use $\tau$ to modify the framings of the $(k-1)$-dimensional full-dimensional components of each embedding $\iota_t$ as...
follows. Let $C_N \in C_k(\mathcal{C}(\mathcal{F}))$ and consider points $p$ in the 0-dimensional moduli spaces of $\mathcal{F}$ such that either $N \times \{P\}$ or $\{p\} \times N$ appears in the boundary of $k$-dimensional full-dimensional moduli spaces components. Then for each such $p$ consider a small ball in the interior of each $k$-disc $[0,1] \times N \times \{p\}$ or $[0,1] \times \{p\} \times N$. After stabilization if necessary, modify the framings on these small balls by the element $\tau(C_N) \in \pi_k(O(r)) = \pi_k(O)$ for large enough $r$. It is then an easy check that this modifies the cocycle $\sigma$ by the coboundary $\delta \tau$. Hence we immediately obtain the following proposition.

**Proposition 4.6.** If the cocycle $\sigma$ of Definition 4.5 satisfies

$$[\sigma] \in H^{k+1}(\mathcal{C}(\mathcal{F}), \pi_k(O)) = 0$$

then the coherent framing of the full-dimensional moduli space components $\nu_0$ and $\nu_t$ of dimension $k$ can be extended to the 1-parameter family of framed embeddings $\nu_t$, after perhaps modifying the framing on the $(k-1)$-dimensional components away from $t = 0$ and $t = 1$.

Now we wish to apply Propositions 4.4 and 4.6 to the case of the glued flow category $\mathcal{L}^n(D_r)$ defined in Subsection 3.2 associated to a glued diagram $D_r$. This arose as a disc cover (see Definition 3.9) of the sock flow category $\mathcal{F}_r^n$. In fact, the covering morphism $\Phi : \mathcal{L}^n(D_r) \rightarrow \mathcal{F}_r^n$ factors through a partial flow category $\mathcal{F}_r^n$ which we now describe.

We begin with $\mathcal{F}_r^n$ where $r \in \mathbb{Z} - \{0\}$, and include all 0-dimensional moduli spaces of $\mathcal{F}_r^n$. Recall from Subsection 3.1 that the 0-dimensional moduli spaces are denoted $P$, $M$ and $P_i$ with $i = 1, \ldots, n$. The 1-dimensional moduli spaces have boundary $\{(P_i, P_i), (M, P_{i+1})\}$ or $\{(P_i, P), (P_{i+1}, M)\}$ for $i = 1, \ldots, n$ (with identification $P_i = P_{i+1}$). We discard the interior of intervals with boundary $\{(P_i, P_i), (M, P_i)\}$ and $\{(P_n, P), (P_1, M)\}$, but include in $\mathcal{F}_r^n$ all other 1-dimensional moduli spaces. Note that the moduli spaces $M(2,0)$ and $M(0,-2)$ contain exactly one interval each, and these are meant to be in $\mathcal{F}_r^n$.

The 2-dimensional moduli spaces $M(2j+2,2j-1)$ for $j \geq 1$ or $M(2j+1,2j-2)$ for $j \leq -1$ are $n$ disjoint copies of squares, as observed in Subsection 3.1. We discard the squares with corners $\{(P, P_{i-1}, P), (P, P_n, M), (M, P_i, M), (M, P_n, P)\}$ and $\{(P, P_n, P), (P, P_1, M), (M, P_1, M), (M, P_n, P)\}$, but include the other $-n - 2$ squares in $\mathcal{F}_r^n$. This describes all the full-dimensional moduli spaces of $\mathcal{F}_r^n$. Note that $\mathcal{F}_r^2$ does not contain 2-dimensional moduli spaces.

**Definition 4.7.** For $r = (r_1, r_2, \ldots, r_m)$, the partial flow category $\mathcal{F}_r^n$ is defined as the largest partial flow category of $\mathcal{F}_r^n$ satisfying the following property.

If $a = (a_1, \ldots, a_j, \ldots, a_m)$ and $b = (a_1, \ldots, a_j + i, \ldots, a_m)$ are objects of $\mathcal{F}_r^n$, then

$$M_{\mathcal{F}_r^n}(b,a) = M_{\mathcal{F}_r^n}(a_j + i, a_j).$$

**Proposition 4.8.** The covering morphism $\Phi : \mathcal{L}^n(D_r) \rightarrow \mathcal{F}_r^n$ factors through $\mathcal{F}_r^n$.

**Proof.** Certainly those moduli spaces in the image of $\Phi$ form a partial flow category of $\mathcal{F}_r^n$. It is therefore sufficient to check that the discarded intervals from Definition
Proof. Let \( N \) be critical points of \( C \) flow categories through the map for a general disc flow category \( C \) and \( M \) in their moduli spaces. At the chain complex level this is merely the observation that a \( n \)-dotted cylinder cobordism is trivial, or in other words that multiplication by \( x^n \) is the trivial map on \( \mathbb{Z}[x]/x^n \). Also, compositions that correspond to the discarded 2-dimensional moduli spaces are not possible for the same reason. \( \square \)

We wish to use the obstruction theory that we have set up in the specific case of the partial flow category \( \tilde{\mathcal{F}}^n \) and its cover \( \mathcal{L}^n(D_r) \). It turns out that this is a particularly amenable situation.

**Proposition 4.9.** The CW-complex \( C(\tilde{\mathcal{F}}^n) \) deformation retracts to a point.

We break the proof of this into a couple of lemmata.

**Lemma 4.10.** Suppose that \( f : M \rightarrow \mathbb{R} \) and \( g : N \rightarrow \mathbb{R} \) are Morse functions and let \( F = f + g : M \times N \rightarrow \mathbb{R} \). Given Morse-Smale gradients for \( f \) and \( g \) we form the flow categories \( \mathcal{C}_f \) and \( \mathcal{C}_g \). Concatenating the gradients we form the flow category \( \mathcal{C}_F \). We assume that \( \mathcal{C}_f \) and \( \mathcal{C}_g \) are both disc flow categories (it follows that \( \mathcal{C}_F \) is also by Lemma 3.4). Then as topological spaces, we have

\[ C(\mathcal{C}_F) = C(\mathcal{C}_f) \times C(\mathcal{C}_g). \]

**Proof.** Let \( a, b \) be critical points of \( f \) with \( \text{ind}(a) - \text{ind}(b) = m > 1 \) and let \( p, q \) be critical points of \( g \) with \( \text{ind}(p) - \text{ind}(q) = n > 1 \). We induct on \( m + n \), with the root case being clear. We assume without affecting the argument (apart from the clarity of notation) that \( \text{ind}(b) = \text{ind}(q) = 0 \).

We borrow some notations from the proof of Lemma 3.4.

Consider a component \( M_{(a,b)} \supset M_{(a,b)} \). And let \( M_{(a,b)} \supset M_{(a,b)} \) and \( M_{(p,q)} \supset M_{(p,q)} \) be the corresponding components so that \( M_{(a,b)} \cong M_{(a,b)} \times M_{(p,q)} \times [0,1] \).

For a general disc flow category \( \mathcal{C} \) and a component \( M \subset M_{(x,y)} \) with \( |x| = T \) and \( |y| = 0 \), the attaching map of the corresponding \( N \)-cell \( C(M) \) of \( C(\mathcal{C}) \), factors through the map

\[ \partial(C(M)) = \partial(M \times [0,T]) \rightarrow S^{T-1}_{M} \cong S^{T-1} \]

given as a composition of quotient maps in the following way. First crush each disc \( M \times \{0\} \) and \( M \times \{T\} \) to points. Then we consider each sequence of components

\[ N_1 \subset M_{(c_1,c_0)}, \ldots, N_k \subset M_{(c_k,c_{k-1})} \]

such that \( c_0 = b, c_k = a, \) and \( 0 < |c_1| < \cdots < |c_{k-1}| < T \) and \( N_1 \times \cdots \times N_k \subset \partial M \). We crush \( N_1 \times \cdots \times N_k \times [0,T] \) to

\[ (N_1 \times [0,|c_1|]) \cup \cdots \cup (N_k \times [|c_{k-1}|,T]) \]
in the obvious way. That this gives topologically a \((T - 1)\)-sphere follows from the fact that each \(N_i\) is a disc.

This gives us a useful shorthand for thinking of the attaching map since it includes a description of \(S_M^{T-1}\) itself as a cell-complex (the cells being subsets of the form \(N_i \times [|c_i|, |c_{i-1}|]\)) with an implicit cellular map into the \((T - 1)\)-skeleton of \(C(\mathcal{C}e)\) that gives the attaching map of \(C(M)\).

Now consider the cell of \(C(\mathcal{C}e_F)\) corresponding to \(M_{(ap,bq)}\),

\[
C(M_{(ap,bq)}) = M_{(ap,bq)} \times [0, m + n].
\]

The attaching map of \(C(M_{(ap,bq)})\) factors through the quotient map

\[
\partial(C(M_{(ap,bq)})) \to S_M^{m+n-1} \cong S^{m+n-1}
\]

as described above.

We wish to show that

\[
S_M^{m+n-1} = C(M_{(a,b)}) \times S_{M_{(p,q)}}^{n-1} \cup S_{M_{(a,b)}}^{m-1} \times C(M_{(p,q)}),
\]

which implies that \(C(\mathcal{C}e_F)\) is homeomorphic to the product CW-complex \(C(\mathcal{C}e_f) \times C(\mathcal{C}e_g)\).

For each \(c \in \text{Ob}(\mathcal{C}e_f)\) such that \(M_{(a,b)} \cap (M_{\mathcal{C}e_f}(c,b) \times M_{\mathcal{C}e_f}(a,c)) \neq \emptyset\), we have \(M_{\mathcal{C}e_f}(cp,cq) \cap M_{(ap,bq)} \cong M_{(p,q)}\).

We know from the construction of the obstruction complex associated to a disc flow category that

\[
S_{(M_{(ap,bq)})} = \left( \bigcup_{c \leq 1_n} C(N) \right) \cup \left( \bigcup_{b \leq 1_c} C(N) \right)
\]

\[
= \left( \bigcup_{r < 1_p} C(N) \right) \cup \left( \bigcup_{q < 1_r} C(N) \right)
\]

By the induction hypothesis, the bottom line is \(C(M_{(a,b)}) \times S_{M_{(p,q)}}^{n-1}\), while the top line is \(S_{M_{(a,b)}}^{m-1} \times C(M_{(p,q)})\).
Furthermore, we see that the intersection is given by
\[
\left( C(M(a,b)) \times S_{M(p,q)}^{n-1} \right) \cap \left( S_{M(a,b)}^{m-1} \times C(M(p,q)) \right) = \bigcup_{a \geq c_1 \geq (n-1)c_2 \geq b, \ p \geq d_1 \geq (m-1)d_2 \geq q} C(N)
\]
\[
= S_{M(a,b)}^{m-1} \times S_{M(p,q)}^{n-1}
\]

Lemma 4.10 concerns disc flow categories arising as Morse flow categories. We have used in the proof the fact that we understand for a Morse flow category how \( M(a,b) \) is constructed as a manifold with corners from \( M(a,b) \) and \( M(p,q) \). The flow category \( S_{n}^{r} \) is built from a Morse flow category for products of lens space by identifying certain moduli spaces. From the construction it is immediate that the moduli spaces for \( S_{n}^{(r_1,\ldots,r_m)} \) can be constructed as manifolds with corners from those of \( S_{n}^{(r_1,\ldots,r_{m-1})} \) and \( S_{n}^{r_m} \) and that this construction is the same as if the categories were Morse. Hence the arguments of the lemma apply to \( S_{n}^{r} \) and we see that
\[
\mathcal{C}(S_{n}^{(r_1,\ldots,r_m)}) = \prod_{i=1}^{m} \mathcal{C}(S_{n}^{r_i}).
\]

Now \( \widetilde{F}^{n} \) is a partial flow category of \( F^{n} \), defined to the be largest such that omits the interiors of certain 1- and 2-dimensional moduli spaces of \( F^{n} \) (see Definition 4.7 for details). Hence the associated CW-complex \( \mathcal{C}(\widetilde{F}^{n}) \) is the largest subcomplex of \( \mathcal{C}(F^{n}) \) that omits the corresponding 2- and 3-cells. In the identification above, the omitted 2-cells are products of 2-cells in each factor with all the 0-cells of the other factors, and similarly with the 3-cells. It follows that
\[
\mathcal{C}(\widetilde{F}^{n}) = \prod_{i=1}^{m} \mathcal{C}(\widetilde{F}_{r_i}^{n}).
\]

So to prove Proposition 4.9 it is enough to verify the following lemma.

**Lemma 4.11.** The complex \( \mathcal{C}(\widetilde{F}^{n}) \) is contractible.

**Proof.** We give the proof in the case \( r > 0 \), the other case being similar.

The partial flow category \( \widetilde{F}^{n} \) has full-dimensional moduli spaces only of dimensions 0, 1 and 2, hence the associated complex \( \mathcal{C}(\widetilde{F}^{n}) \) is a 3-complex. To construct \( \mathcal{C}(\widetilde{F}^{n}) \) we start with \( r+1 \) 0-cells, one for each object of \( \widetilde{F}^{n} \), labelled 0, 1, \ldots, \( r \). We then add a 1-cell \( P \) between 0 and 1, and 1-cells \( P_i \), \( M_i \) between 2i − 1 and 2i for \( i = 1, \ldots, [r/2] \), and 1-cells \( P_{i,0}, \ldots, P_{i,n-1} \) between 2i and 2i + 1 for \( i = 1, \ldots, [(r-1)/2] \).

From the general construction of \( \mathcal{C}(\widetilde{F}^{n}) \) it is clear that the 2-cells are attached by mapping the edges of a square linearly over intervals, and the 2-cells with the algebraic boundary information is given as follows.

There is a 2-cell \( \tilde{N}_0 \) with
\[
\partial \tilde{N}_0 = P_1 - M_1,
\]
and 2-cells $N_{i,0}, \ldots, N_{i,n-2}$ for $i = 1, \ldots, [(r - 1)/2]$ with
$$\partial N_{i,j} = P_i + P_{1,j} - P_{i,j+1} - M_i,$$
and finally 2-cells $\tilde{N}_{i,0}, \ldots, \tilde{N}_{i,n-2}$ for $i = 1, \ldots, [(r - 1)/2]$ with
$$\partial \tilde{N}_{i,j} = P_{1,j} + P_{i+1} - M_{i+1} - P_{i,j+1}.$$
The 3-cells are given by $Q_{i,0}, \ldots, Q_{i,n-3}$ for $i = 1, \ldots, [(r - 1)/2]$ with
$$\partial Q_{i,j} = N_{i,j} + \tilde{N}_{i+1,j} - \tilde{N}_{i,j} - N_{i,j+1}.$$
Using induction on $r$ it is now easy to see that $C(\mathcal{F}_r)$ is simply connected, and has trivial homology. \qed

Now, noting that by Proposition 4.4 and the vanishing of the class described there, we see that there exists a framed embedding of $\mathcal{F}_r$ extending any given sign assignment. Furthermore, we have the following theorem.

**Theorem 4.12.** Given two framed embeddings $\iota_0$ and $\iota_1$ of the sock flow category $\mathcal{F}_r$ extending a given sign assignment, we obtain as perturbed lifts two framed embeddings $\iota_0', \iota_1'$ of the flow category $L^n(D_r)$. Then we have that $|[L^n(D_r), \iota_0]|$ and $|[L^n(D_r), \iota_1]|$ are stably homotopy equivalent.

**Proof.** This follows from Proposition 4.6, since the obstruction class there described automatically vanishes by Lemma 4.11. \qed

We wish also to check invariance of the stable homotopy type under the choice of sign assignment for the sock flow category $\mathcal{F}_r$. The proof of this result is very similar to that of part (4) of Proposition 6.1 of [LS14a], so we allow ourselves to be brief.

**Proposition 4.13.** Given two sign assignments $s_0$ and $s_1$ of the sock flow category $\mathcal{F}_r$, we extend each to two framed embeddings, giving rise to two framed embeddings of $L^n(D_r)$. Then we have that $|[L^n(D_r), s_0]|$ and $|[L^n(D_r), s_1]|$ are stably homotopy equivalent.

**Proof.** If $r = (b_1, \ldots, b_n)$ let $r' = (b_1, \ldots, b_{n-1}, 1)$ and $D'_r$ be the disjoint union of $D_r$ with the 1-crossing diagram of the unknot chosen so that the handle addition corresponding to the last coordinate of $r'$ joins two circles into one. Now $\mathcal{F}_r$ is a full subcategory of $\mathcal{F}_r'$ twice: once by restricting to all objects with last coordinate 0, and once by restricting to last coordinate 1 (and so once as an upward-closed and once as a downward-closed subcategory). It is straightforward to check that there exist exactly two choices of sign assignment on $\mathcal{F}_r'$ such that the induced sign assignments on the subcategories are $s_0$ and $s_1$. Let $s$ be one of these choices.

Let now $\mathcal{C}$ be the full subcategory of $L^n(D'_r)$ containing those objects in which each circle arising from a resolution of the 1-crossing diagram of the unknot is decorated with 1. In the obvious way, we see that $L^n(D_r)$ appears as both an upward-closed and as a downward-closed subcategory of $L^n(D'_r)$ and that the sign assignments induced by $s$ on these copies of $L^n(D_r)$ are $s_0$ and $s_1$. 
It is clear that the cohomology of $|(\mathcal{C}, s)|$ is trivial so that $|(\mathcal{C}, s)|$ is contractible. Hence it follows that $|(\mathcal{L}^n(D_r), s_0)|$ and $|(\mathcal{L}^n(D_r), s_1)|$ are stably homotopy equivalent.

We verify invariance of the stable homotopy type $|(\mathcal{L}^n(D_r))|$ under various changes of input data in the next couple of subsections. We include here the proof of invariance under the choice of left and right endpoints of an elementary tangle summand of $D_r$.

**Proposition 4.14.** The stable homotopy type $|(\mathcal{L}^n(D_r))|$ is independent of the choice of left and right endpoints of the elementary summands of $D_r$.

**Proof.** Suppose $r = (b_1, \ldots, b_s)$ and let $1 \leq i \leq s$. The result follows from the observation that there exists an isomorphism of partial flow categories

$$\Phi_i : \mathcal{T}_r^n \rightarrow \mathcal{T}_r^n$$

with the following two properties. Firstly $\Phi_i$ is the identity on objects and the identity on 0-dimensional moduli spaces corresponding to a shift of a coordinate different from the $i$th. Secondly $\Phi_i$ acts in the following way on all 0-dimensional moduli spaces corresponding to a shift in the $i$th coordinate:

$$\Phi_i : P \mapsto \tilde{P}, M \mapsto \tilde{M}, P_j \mapsto P_{n+1-j}$$

for $j = 1, \ldots, n$.

Finally note that precomposing the covering morphism $\mathcal{L}^n(D_r) \rightarrow \mathcal{T}_r^n$ with $\Phi_i$ gives exactly the covering corresponding to exchanging the left and right endpoints on the $i$th elementary tangle summand of $D_r$. □

### 4.2. Equivalence to the Lipshitz-Sarkar stable homotopy type for $n = 2$.

Suppose that we are given a glued diagram $D_r$ consisting of $m$ elementary tangles of indices $r = (r_1, \ldots, r_m)$ (see Figure 1). We can apply the construction of Subsection 3.2 to $D_r$ and produce a framed flow category $\mathcal{L}^n(D_r)$. This then produces via the construction of Cohen-Jones-Segal a stable homotopy type $|(\mathcal{L}^n(D_r))|$. The relation of the stable homotopy type $|(\mathcal{L}^2(D_r))|$ to the Lipshitz-Sarkar stable homotopy type will be seen to be given by cohomological and quantum shifts. Let us be more specific about these shifts here. We have already defined the cohomological degree of the objects in a matched flow category associated to a diagram, it remains to give the quantum degree. Since the quantum degree is not invariant under the isomorphism between Khovanov cohomology and $\mathfrak{sl}_2$ Khovanov-Rozansky cohomology, we shall treat these cases differently.

Let therefore $\mathcal{L}^{Kh}(D_r)$ be a copy of $\mathcal{L}^2(D_r)$. Consider the object of $\mathcal{L}^{Kh}(D_r)$ sitting in multidegree $(r_1, \ldots, r_m)$ obtained by decorating all the circles in the corresponding resolution by 1. We set the quantum degree of this object in $\mathcal{L}^{Kh}(D_r)$ to be

$$R - \sum_{i=1}^{m} \text{sgn}(r_i) + w(D) + \sum_{i=1}^{m} s_i r_i + c,$$

where $R := r_1 + \cdots r_m$, $w(D)$ is the writhe of the diagram $D$, $s_i$ is either 1 or 0 depending on whether the strands of the $i$th tangle carry the orientation of a 2-braid or not, and $c$ is the number of circles in the resolution. The quantum gradings of all other objects can then be determined by the requirements that the differential
preserves the quantum grading and that multiplication by \(x\) on any resolution circle shifts the quantum grading by \(-2\).

We can break \(D_r\) into \(|r_1| + \cdots + |r_m|\) tangles, where the \(i\)th elementary tangle becomes \(|r_i|\) tangles, each of index \(r_i/|r_i|\). We write this \(D_{(\pm1,\ldots,\pm1)}\). Restricting now to \(n = 2\), the construction of Subsection 3.2 assigns to \(D_{(\pm1,\ldots,\pm1)}\) the framed flow category \(\mathcal{L}_{\text{Kh}}(D_{(\pm1,\ldots,\pm1)})\), which clearly agrees with the framed flow category assigned to the underlying diagram \(D\) by the Lipshitz-Sarkar construction up to overall shifts. More specifically, denoting a cohomological shift in the square parentheses,\[
\mathcal{L}_{\text{Kh}}(D_{(\pm1,\ldots,\pm1)}) \left\lfloor \frac{w(D) - R}{2} \right\rfloor
\]
is seen to be the bigraded framed flow category associated to the diagram \(D\) by the Lipshitz-Sarkar construction.

**Definition 4.15.** We shall write \(X_{\text{Kh}}(D_r)\) for the stable homotopy type associated to the framed flow category \(\mathcal{L}_{\text{Kh}}(D_r)\) by the Cohen-Jones-Segal construction.

Note that the cohomology of \(X_{\text{Kh}}(D_r)\) is bigraded by the quantum degree and the underlying cohomological degree of the objects of \(\mathcal{L}_{\text{Kh}}(D_r)\).

We shall shortly prove the following theorem

**Theorem 4.16.** We have \(X_{\text{Kh}}(D_r) \simeq X_{\text{Kh}}(D_{(\pm1,\ldots,\pm1)})\).

This theorem holds in the bigraded sense, and it clearly implies Theorem 1.2 stated in the introduction.

Suppose that \(D\) is a knot diagram admitting a decomposition into \(m\) elementary tangles of indices \(r = (r_1 + 1, r_2, \ldots, r_m)\) where we assume that \(r_1 \geq 1\). We write the diagram together with the data of the decomposition as \(D_r\). By breaking the first elementary tangle \(T_{r_1+1}\) into the concatenation of \(T_1\) and \(T_{r_1}\), we obtain a new decompostition of \(D\) into tangles of indices \(\tilde{r} = (1, r_1, r_2, \ldots, r_m)\), which we write as \(D_{\tilde{r}}\). Assume that \(D\) is oriented.

**Proposition 4.17.** We have \(X_{\text{Kh}}(D_{\tilde{r}}) \simeq X_{\text{Kh}}(D_r)\).

Together with its obvious sister theorem covering the case \(r_1 < 0\) (we shall not discuss the proof of this negative case as it follows the proof of the positive case very closely) Proposition 4.17 certainly implies Theorems 4.16 and 1.2.

We know of two approaches to proving Proposition 4.17. The first is the most direct: one performs repeated ‘handle cancellation’ on the category \(\mathcal{L}_{\text{Kh}}(D_r)\) (mirroring the gauss elimination that can be performed at the cochain level) until one arrives at the category \(\mathcal{L}_{\text{Kh}}(D_r)\). This direct approach does work, but the argument needed to show that the framed flow category resulting from the cancellation is indeed \(\mathcal{L}_{\text{Kh}}(D_r)\) (with a framing induced as a cover of the sock flow category \(\mathcal{F}_{\tilde{r}}\)) turns out to be rather long. The second approach avoids these difficulties by beginning with a trick.

Figure 10 shows three tangle diagrams of the same tangle, representing the flow categories \(\mathcal{L}_{\text{Kh}}(D_r)\), \(\mathcal{L}_{\text{Kh}}(D_{(1,-1,r_1+1,r_2,\ldots,r_m)})\), and \(\mathcal{L}_{\text{Kh}}(D_{\tilde{r}})\). Rather than show
directly that $|\mathcal{L}^{Kh}(D_\tau)| \simeq |\mathcal{L}^{Kh}(\tilde{D}_\tau)|$, the second approach goes via the intermediate flow category.

We suppose now $\tilde{D}$ is a knot diagram admitting a decomposition into $m$ elementary tangles of indices $\tilde{s} = (-1, s_1, s_2, \ldots, s_m)$ where we assume that $s_1 \geq 1$ and we include the data of the decomposition with diagram as $\tilde{D}_k$. We assume that the first tangle of index $-1$ is glued to the left of the second tangle of index $s_1$. There is as before an isotopic composition of tangles of indices $s = (s_1 - 1, s_2, \ldots, s_m)$ we write as $D_s$. Now Figure 10 reveals that Proposition 4.17 is a consequence of the following proposition.

**Proposition 4.18.** We have

$$\mathcal{X}^{Kh}(\tilde{D}_k) \simeq \mathcal{X}^{Kh}(D_k).$$

Before proceeding we examine the situation in more detail and establish some notation. We start by considering the cochain complex associated to the flow category $\mathcal{L}^{Kh}(\tilde{D}_k)$, as depicted in Figure 11.

In the cochain complex, each standard generator is given by a choice of vertex (an $(m+1)$-tuple of integers $(i_0, i_1, \ldots, i_m)$, in which the $i_j$ lies between 0 and $r_m$) and then a decoration of each circle in the smoothing at that vertex with either $x_+$ or $x_-$. These generators are in one-to-one correspondence with the set $\text{Ob}(\mathcal{L}^{Kh}(\tilde{D}_k))$, so we shall move freely between the two concepts.

The picture we have drawn of the complex is collapsed to the first two coordinates. The top left smoothing stands for all corners in which $i_0 = -1$ and $i_1 = 0$, and the bottom right smoothing stands for all corners in which $i_0 = 0$ and $i_1 = s_1$. Note that we are free to pick the left and right endpoints of the first two elementary tangles by Proposition 4.14.

**Proof of Proposition 4.18.** Let the set $Y_1 \subset \text{Ob}(\mathcal{L}^{Kh}(\tilde{D}_k))$ consist of all objects of bigrading $(i_0, i_1) = (-1, s_1)$ in which the small circle is decorated with an $x_+$. Let the set $X_1 \subset \text{Ob}(\mathcal{L}^{Kh}(\tilde{D}_k))$ consist of all objects of bigrading $(i_0, i_1) = (0, s_1)$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure10.png}
\caption{In this diagram the numbered boxes represent tangle diagrams consisting of the given number of horizontal positive half-twists (negative numbers mean negative half-twists). Clearly all three tangles are isotopic.}
\end{figure}
Let the set \( Y_2 \subset \text{Ob}(\mathcal{L}^{\text{Kh}}(\tilde{D}_s)) \) consist of all objects of bigrading \((i_0, i_1) = (-1, 0)\) and all objects of bigrading \((i_0, i_1)\) where \( i_0 = -1 \) and \( 1 \leq i_1 \leq s_1 - 1 \), in which the small circle is decorated with an \( x_+ \). Let the set \( X_2 \subset \text{Ob}(\mathcal{L}^{\text{Kh}}(\tilde{D}_s)) \) consist of all objects of bigrading \((i_0, i_1)\) where \( i_0 = -1 \) and \( 1 \leq i_1 \leq s_1 \), in which the small circle is decorated with an \( x_- \).

Note that for \( i = 1, 2 \) there are maps \( x_i : Y_i \to X_i \) determined by the condition that \( \mathcal{M}(x_i(y), y) \) consists of a single point for each \( y \in Y_i \), and that these maps are bijections.

Now the group generated by the elements of \( X_1 \cup Y_1 \) forms a subcomplex \( C_1 \) of the cochain complex. Since \( C_1 \) is generated by elements corresponding to objects of the flow category, the full subcategory corresponding to \( C_1 \) is an upward closed subcategory. Furthermore, \( C_1 \) is contractable, as can be seen by successive Gauss elimination of the pairs \((y, x_1(y))\) for each \( y \in Y_1 \). Hence the upwards closed subcategory \( C_1 \) generated as a full subcategory by the objects \( \text{Ob}(\mathcal{L}^{\text{Kh}}(\tilde{D}_s)) \setminus (X_1 \cup Y_1) \) gives rise to the same stable homotopy type as \( \mathcal{L}^{\text{Kh}}(\tilde{D}_s) \).

Similarly, \( X_2 \cup Y_2 \) corresponds to a downward closed subcategory of \( C_1 \) with its associated cochain complex being contractible. Hence the full subcategory \( C_2 \) of \( \mathcal{L}^{\text{Kh}}(\tilde{D}_s) \) generated by the objects \( \text{Ob}(\mathcal{L}^{\text{Kh}}(\tilde{D}_s)) \setminus (X_1 \cup Y_1 \cup X_2 \cup Y_2) \) gives rise to the same stable homotopy type as \( \mathcal{L}^{\text{Kh}}(\tilde{D}_s) \).

Finally, it is clear that \( C_2 \) can be identified with \( \mathcal{L}^{\text{Kh}}(D_s) \), and furthermore that the induced framing on \( C_2 \) is a framing as a disc flow cover of the sock flow category \( \mathcal{S}_s \). □
Theorem 4.16 now follows as discussed above.

4.3. **Extended Reidemeister moves for** \( n > 2 \). In this subsection we perform consistency checks for the space associated to \( \mathcal{L}^n(D_r) \) for \( n > 2 \). In particular we show that the space is independent of the decomposition of the diagram \( D \) into elementary tangle diagrams, and is invariant under the extended Reidemeister moves as illustrated in Figures 2 and 3.

But first we must verify that the cohomology of the stable homotopy type does indeed return Khovanov-Rozansky cohomology. Let us start by being specific about the quantum gradings. We define a quantum grading on \( \text{Ob}(\mathcal{L}^n(D_r)) \) for \( n \geq 2 \) in the case when we have both

1. Each of the \( m \) 2-strand tangles making up \( D_r \) is *not* oriented as a 2-braid,
2. \( r = (r_1, \ldots, r_m) \in (2Z)^m \).

(Note that when \( D_r \) is a diagram of a knot, condition (2) implies condition (1).)

In this case consider the object of \( \mathcal{L}^n(D_r) \) lying in cohomological multidegree \((0, \ldots, 0)\) obtained by decorating all the circles in the corresponding resolution by 1. We set the quantum grading of this object to be

\[ nR + (1 - n)c. \]

The quantum gradings of all other objects are determined by the requirements that the differential preserves the quantum degree and that multiplying the decoration of any circle by \( x \) increases the quantum grading by \( 2 \).

**Definition 4.19.** We shall write \( X^n(D_r) \) for the stable homotopy type associated to the framed flow category \( \mathcal{L}^n(D_r) \) by the Cohen-Jones-Segal construction. Note that the cohomology of \( X^n(D_r) \) is bigraded by the quantum degree and the underlying cohomological degree of the objects of \( \mathcal{L}^n(D_r) \).

**Proof of Theorem 1.5.** Krasner’s theorem [Kra09] gives a simplified cochain complex for the Khovanov-Rozansky cohomology of a matched diagram. This is exactly the (bigraded) CW-complex associated to

\[ X^n(D_r)[-R] \]

where the square brackets denote a cohomological shift. \( \square \)

Now we move to the consistency checks outlined in the introduction. The proofs of these will follow similar lines to that of the proof of Proposition 4.18. More specifically, the arguments proceed by identifying suitable downward closed and upward closed subcategories such that the cohomology of the corresponding subcomplexes or quotient complexes is trivial. We therefore allow ourselves to be brief with details.

We shall begin with the extended Reidemeister move RI as illustrated in Figure 2. Let \( D_r \) be a matched diagram containing the tangle on the left-hand side - in particular let us suppose without loss of generality that the two crossings comprise the first elementary tangle in the decomposition of \( D_r \) so that \( r_1 = 2 \). Let \( D'_r \) be a matched diagram corresponding to the right-hand side (so that \( r' = (r_2, \ldots, r_m) \)).

**Proposition 4.20.** We have

\[ X^n(D_r)[-2] \simeq X^n(D'_r). \]
Proof. Figure 12 shows the cochain complex associated the flow category $L^n(D_r)$ collapsed to the first coordinate $r_1$ which runs from 0 to 2. The subcomplex generated by those objects in degree $r_1 = 2$ in which the small circle is decorated with an $x^{n-1}$ corresponds to the framed flow category $L(D'_r)$.

It is easily seen that the corresponding quotient complex has trivial cohomology. Indeed one can Gauss eliminate, first pairing all objects in degree $r_1 = 0$ with those objects in degree $r_1 = 1$ in which the small circle is decorated with $x^{n-1}$ and the remaining decorations correspond in the obvious way, and secondly pairing objects in degree $r_1 = 1$ in which the small circle is decorated with a $x^i$ with those in degree $r_1 = 2$ in which the small circle is decorated with and $x^{i+1}$ for $i = 0, 1, \ldots, n-2$. □

With this in hand we have verified one half of Proposition 1.7. We shall verify the other half at the same time as verifying Proposition 1.6. We use a similar trick to that involved in proving Proposition 4.17. Namely, we take a matched diagram $D_s$ in which $s = (s_1 - 2, s_2, \ldots, s_m)$ with $s_1 \geq 2$ and an isotopic diagram $\tilde{D}_s$ where
Figure 14. In this diagram the numbered boxes represent tangle diagrams consisting of the given number of horizontal positive half-twists (negative numbers mean negative half-twists). We are taking $r_1$ to be a positive even integer. Clearly all three tangles are isotopic.

\[ \tilde{s} = (-2, s_1, \ldots, s_m) \] obtained by performing an extended Reidemeister II move at one end of the first elementary tangle.

**Proposition 4.21.** We have

\[ X(D_s) \simeq X(\tilde{D}_{\tilde{s}}). \]

Note that Proposition 4.21 implies the remaining half of Proposition 1.7 just by taking $s_1 = 2$.

Furthermore, if three matched decompositions differ locally as shown in Figure 14, then Proposition 4.21 shows that the bottom decomposition gives rise to the same stable homotopy type as both of the top decompositions. This then implies Proposition 1.6.

**Proof of Proposition 4.21.** In Figure 13 we have drawn the cochain complex associated to $X^n(D_b)$ collapsed to the first two coordinates of the cohomological multigrading $((i_0, i_1, \ldots, i_m))$ where $-2 \leq i_0 \leq 0$ and $i_j$ lies between 0 and $s_j$ for each $1 \leq j \leq m$. In particular, the top left resolution stands for all cochain groups summands with $(i_0, i_1) = (-2, 0)$ while the bottom right consists of those summands with $(i_0, i_1) = (0, s_1)$. We are free to choose the left and right endpoints of the first two elementary tangles by Proposition 4.14.

Consider the subcomplex formed by all generators of bigrading $(0, s_1 - 1)$, $(0, s_1)$, and $(-1, s_1)$ as well as those generators of bigradings $(-1, s_1 - 1)$ and $(-2, s_1)$ in which the small circle is not decorated with $x^{n-1}$ and those generators of bigrading $(-2, s_1 - 2)$ in which the small circle is decorated with neither $x^{n-2}$ nor $x^{n-1}$. It is an exercise to see that this is indeed a subcomplex and that it is contractible.

Taking the quotient by this subcomplex we obtain a homotopy equivalent complex. In this new complex those generators of bigradings $(0, i_1)$ for $0 \leq i_1 \leq s_1 - 2$ form a subcomplex whose associated quotient is again contractible.
The upshot, when one translates this into statements about upward closed and downwards closed subcategories, is that the full subcategory of $\mathcal{L}^n(D_k)$ with object set consisting of those objects of bigradings $(0, i_1)$ for $0 \leq i_1 \leq s_1 - 2$ gives rise to the same stable homotopy type as $\mathcal{L}^n(D_k)$. Since this full subcategory is isomorphic to $\mathcal{L}^n(D_n)$ (framed as a cover of $\mathcal{S}_n$) we are done.

5. The second Steenrod square

The construction of a stable homotopy type $X^n(L)$ enables us to use the tools of stable homotopy theory to study the link $L$. This raises the question of with what extra information these tools may provide us. In [LS14b] Lipshitz and Sarkar give a computable description of the second Steenrod square and use this to determine $X^Kh(L)$ for all links up to 11 crossings. In particular, they observe many instances where the second Steenrod square is non-trivial. Seed [See12] extended these computations and identified several pairs of knots and links which can be distinguished through their stable homotopy type, but not through Khovanov cohomology.

The description of the second Steenrod square in [LS14b] is somewhat optimized for the Khovanov flow category defined in [LS14a], but their constructions can be easily modified to describe the second Steenrod square for any framed flow category. In the following subsection we recall this description and extend it to a framed flow category.

5.1. The second Steenrod square of a framed flow category. Let $M_n = M(Z/2, m)$ be the $m$-th Moore space for $Z/2$, obtained from $S^m$ by attaching one $(m + 1)$-cell using an attaching map of degree 2. We can think of this space as the $(m + 1)$-skeleton of an Eilenberg-MacLane space $K(Z/2, m)$. We also assume that $m$ is at least 3. It is shown in [LS14b] that $\pi_{m+1}(M_{m}) \cong Z/2$, and that the inclusion $S^m \subseteq M_m$ induces an isomorphism on $\pi_{m+1}$. So in order to construct a $K(Z/2, m)$ from $M_m$ we need to attach one $(m + 2)$-cell $\tau$ to kill $\pi_{m+1}(M_{m})$, and then cells of dimension $\geq m + 3$. By a Theorem of Serre, see for example [McC01], $H^{m+2}(K(Z/2, m); Z/2) \cong Z/2$ generated by $\text{Sq}^2(\iota)$, where $\iota \in H^m(K(Z/2, m); Z/2)$ is the generator.

Let $X$ be a CW-complex and $u \in H^m(X; Z/2)$. Let $f : X \to K(Z/2, m)$ be a cellular map with $f^* u = u$. Then $\text{Sq}^2(u) = f^* \text{Sq}^2 \iota$. We want to give a cocycle representing $\text{Sq}^2 u$, so we need to determine $f^* \tau'$, where $\tau' \in C^{m+2}(K(Z/2, m); Z/2)$ is (necessarily) the cocycle representing $\text{Sq}^2 \iota$ and the dual of $\tau$.

Let $\sigma$ be an $(m + 2)$-cell in $X$ with attaching map $\chi_\sigma : S^{m+1} \to X^{(m+1)}$. Note that we have a restriction $f| : X^{(m+1)} \to M_m$. The composition $f| \circ \chi_\sigma$ represents an element $\pi_{m+1}(M_{m}) \cong Z/2$, and by the construction of $f$ this element also represents the evaluation of the cocycle $f^* \tau'$ on $\sigma$.

So a cocycle representation $\text{sq}^2 u \in C^{m+2}(X; Z/2)$ for $\text{Sq}^2 u$ is determined by the elements $[f| \circ \chi_\sigma] \in \pi_{m+1}(M_{m})$.

Now let $(\mathcal{E}, \iota, \varphi)$ be a framed flow category, and $u \in H^i(\mathcal{E}; Z/2)$ a cohomology class. Because of [LS14b, Prop.3.6] we can assume that the grading has only values in $\{i, i + 1, i + 2\}$. The neat embedding $\iota$ is relative to some $d_1 = (d_i, d_{i+1})$. Write $m = d_i + d_{i+1}$, so that $H^i(\mathcal{E}; Z/2) \cong H^m(\mathcal{E}; Z/2)$.
Let \( c \in C^i(\mathcal{C}; \mathbb{Z}/2) \) be a cocycle representing \( u \). Then

\[
c = \sum_{x \in \text{Ob}_i(\mathcal{C})} n_x x
\]

for some \( n_x \in \mathbb{Z}/2 \), where \( \text{Ob}_i(\mathcal{C}) \) are those objects \( x \) with \( |x| = i \). Now \( |\mathcal{C}|^m \) is a wedge of \( m \)-spheres, one for each object \( x \) with \( |x| = i \), and we define a map \( f^m : |\mathcal{C}|^m \to M_m \) so that \( f^m | \mathcal{C}(x) \) is a degree one map onto the \( m \)-skeleton of \( M_m \) if \( n_x = 1 \) or the constant map to the basepoint if \( n_x = 0 \).

Now let \( y \in \text{Ob}(\mathcal{C}) \) satisfy \( |y| = i + 1 \). We have an inclusion

\[
i_y : \bigotimes_{x \in \text{Ob}_i(\mathcal{C})} \mathcal{M}(y, x) \times [-\varepsilon, \varepsilon]^{d_i} \to \mathbb{R}^{d_i}
\]

Since \( c \) is a cocycle, the set \( \bigotimes_{x \in \text{Ob}_i(\mathcal{C})} \mathcal{M}(y, x) \) has an even number of elements for each \( y \), so let \( n(y) \) be the number so that \( 2n(y) \) is the cardinality of this set.

**Definition 5.1.** A topological boundary matching for \( c \) consists of the following data for each object \( y \) with \( |y| = i + 1 \): A collection of disjoint, embedded, framed arcs

\[
\eta^y_j : [0, 1] \times [-\varepsilon, \varepsilon]^{d_i} \to [0, \infty) \times \mathbb{R}^{d_i},
\]

for \( j = 1, \ldots, n(y) \), such that

\[
(\eta^y_j)^{-1}(\{0\} \times \mathbb{R}^{d_i}) = \{0, 1\} \times [-\varepsilon, \varepsilon]^{d_i}
\]

and

\[
\bigcup_j \eta^y_j(\{0, 1\} \times \{0\}) = \{0\} \times i_y \left( \bigotimes_{x} \mathcal{M}(y, x) \right)
\]

For each arc \( \eta^y_j \) there exist \( A_0, A_1 \in \bigotimes_{x} \mathcal{M}(y, x) \) with \( \eta^y_j(0, 0) = (0, i_y(A_0, 0)) \) and \( \eta^y_j(1, 0) = (0, i_y(A_1, 0)) \). If the framings of \( A_0 \) and \( A_1 \) have a different sign, we assume that the framing of \( \eta^y_j \) agrees with the framings of \( A_0 \) and \( A_1 \), in which case we call the arc boundary-coherent.

If the framings of \( A_0 \) and \( A_1 \) have the same sign, we assume that the framing of \( \eta^y_j \) agrees with the corresponding framing at one endpoint, and at the other endpoint it agrees with the composition of the corresponding framing and the reflection \( R : \mathbb{R}^{d_i} \to \mathbb{R}^{d_i} \) given by \( R(x_1, \ldots, x_{d_i}) = (-x_1, x_2, \ldots, x_{d_i}) \). In this case the arc is called boundary-incoherent and we orient it from the endpoint at which the framings agree to the endpoint at which the framings disagree.

For each object \( y \) with \( |y| = i + 1 \) we now get an embedding

\[
\eta^y : \prod_{j=1}^{n(y)} [0, 1] \times [-\varepsilon, \varepsilon]^{d_i+d_{i+1}} \to \mathcal{C}(y)
\]

given by

\[
\eta^y(t, x_1, \ldots, x_{d_i}, y_1, \ldots, y_{d_{i+1}}) = (\eta^y_j(t, x_1, \ldots, x_{d_i}), y_1, \ldots, y_{d_{i+1}})
\]

when restricted to the \( j \)-th copy of the disjoint union.

We can extend \( f^m \) to \( f^{m+1} : |\mathcal{C}|^{m+1} \to M_m \) as follows. Away from the image of \( \eta^y \), the cell \( \mathcal{C}(y) \) is send to the basepoint. On the image of a boundary-coherent arc we project

\[
[0, 1] \times [-\varepsilon, \varepsilon]^{d_i+d_{i+1}} \to [-\varepsilon, \varepsilon]^{d_i+d_{i+1}} \to S^{d_i+d_{i+1}} = M^m_m.
\]
On the image of a boundary-incoherent arc we map \([0,1] \times [-\varepsilon, \varepsilon]^{d_i+d_{i+1}}\) directly over the \((m+1)\)-cell of \(M_m\) with degree 1 as in [LS14b, §3.4].

We can now obtain a cocycle representing \(\text{Sq}^2(u)\) as described above for a CW-complex \(X\). In order to get a computable description, we need to be more careful with the framings, compare [LS14b, §3.2].

To begin with, we assume that every framing of a point in a 0-dimensional moduli space is either given by the standard basis of \(\mathbb{R}\) or by the basis we obtain by reflecting the standard basis in the first coordinate. This is done by choosing a 1-parameter family of framings for the 0-dimensional moduli spaces, which then extends to a 1-parameter family of framings of flow categories from the original category to a slightly deformed one, using collar neighborhoods and the techniques of [LS14a, §3].

A framing of a path embedded in \(\mathbb{R}^{m+1}\) gives rise to a path of \(m\) orthonormal vectors in \(\mathbb{R}^{m+1}\). Given \(m\) orthonormal vectors in \(\mathbb{R}^{m+1}\) there is a unique unit vector in \(\mathbb{R}^{m+1}\) which will turn this collection into an element of \(\text{SO}(m+1)\). Therefore a framed path in \(\mathbb{R}^{m+1}\) gives rise to a path in \(\text{SO}(m+1)\). Furthermore, isotopy classes of framed paths in \(\mathbb{R}^{m+1}\) with fixed endpoints are in one-to-one correspondence with homotopy classes of paths in \(\text{SO}(m+1)\) with fixed endpoints, provided \(m \geq 3\).

Moduli spaces \(\mathcal{M}(z,x)\) where \(|z| = i + 2 = |x| + 2\) are disjoint unions of compact intervals and circles, and are framed embedded in \(\mathbb{R}^{d_i} \times [0,\infty) \times \mathbb{R}^{d_{i+1}}\) with endpoints in \(\mathbb{R}^{d_i} \times \{0\} \times \mathbb{R}^{d_{i+1}}\). The possible framings at the endpoints are therefore given by

\[
(e_1, \ldots, e_i, e_{d_i+1}, \ldots, e_{d_i+e_{i+1}}), (-e_1, e_2, \ldots, e_{d_i}, e_{d_i+1}, \ldots, e_{d_i+e_{i+1}}),
\]

\[
(e_1, \ldots, e_i, -e_{d_i+1}, e_{d_i+2}, \ldots, e_{d_i+e_{i+1}}), (-e_1, e_2, \ldots, e_{d_i}, -e_{d_i+1}, e_{d_i+2}, \ldots, e_{d_i+e_{i+1}})
\]

which we denote by \(\bar{+}, \bar{+}, \bar{-}, \bar{-}\), respectively.

**Definition 5.2.** A **coherent system of paths joining** \(\bar{+}, \bar{+}, \bar{-}, \bar{-}\) **is a choice of path** \(\varphi_1 \varphi_2\) **in** \(\text{SO}(m+1)\) **from** \(\varphi_1\) **to** \(\varphi_2\) **for each pair of frames** \(\varphi_1, \varphi_2 \in \{\bar{+}, \bar{+}, \bar{-}, \bar{-}\}\) **satisfying the following cocycle conditions:**

1. For all \(\varphi \in \{\bar{+}, \bar{+}, \bar{-}, \bar{-}\}\) the loop \(\varphi \varphi\) is null-homotopic;
2. For all \(\varphi_1, \varphi_2, \varphi_3 \in \{\bar{+}, \bar{+}, \bar{-}, \bar{-}\}\) the path \(\varphi_1 \varphi_2 \varphi_3\) is homotopic to \(\varphi_1, \varphi_3\) relative to the endpoints.

Coherent systems of paths exist, we will use the one described in [LS14b, Lm.3.1]. To describe it, we will refer to the first coordinate of \(\mathbb{R}^d\) as the \(e_1\)-coordinate, to the first coordinate of \(\mathbb{R}^{d_{i+1}}\) as the \(e_2\) coordinate, and to the coordinate of \([0,\infty)\) as the \(\bar{e}\)-coordinate.

For \(\varphi_1, \varphi_2 \in \{\bar{+}, \bar{+}, \bar{-}, \bar{-}\}\) define \(\varphi_1 \varphi_2\) as follows:

1. \(\bar{+}, \bar{+}, \bar{-}, \bar{-}\): Rotate \(180^\circ\) around the \(e_2\)-axis, such that the first vector equals \(\bar{e}\) halfway through.
2. \(\bar{+}, \bar{+}, \bar{+}\): Rotate \(180^\circ\) around the \(e_1\)-axis, such that the second vector equals \(\bar{e}\) halfway through.
3. \(\bar{+}, \bar{-}\): Rotate \(180^\circ\) around the \(e_1\)-axis, such that the second vector equals \(-\bar{e}\) halfway through.
4. \(\bar{+}, \bar{+}, \bar{-}, \bar{+}\): Rotate \(180^\circ\) around the \(\bar{e}\)-axis, such that the second vector equals \(-e_1\) halfway through.
A framed path in $\mathbb{R}^d \times [0, \infty) \times \mathbb{R}^{d+1}$ with endpoints in $\mathbb{R}^d \times \{0\} \times \mathbb{R}^{d+1}$ given by two elements of $\{+, -, \frac{1}{2}, \ldots, \frac{m}{2}\}$ is called a standard frame path, if its homotopy class in $\text{SO}(m+1)$ is one of the classes described in (i)-(iv) relative endpoints, and a non-standard frame path, if it is not.

If $\mathcal{C}$ is a framed flow category such that all 0-dimensional moduli spaces are framed using the standard or non-standard frame path, if it is not. Furthermore, each circle component of a 1-dimensional moduli space which contains framed arcs $\gamma$ in $\partial \mathcal{C}(z)$, which also sit between points $(A, C)$, is called a Pontryagin-Thom circle. The framed components in a 1-dimensional moduli space which contain framed arcs $\gamma$ in $\partial \mathcal{C}(z)$, which also sit between points $(A, C)$, are called Pontryagin-Thom arcs.

**Definition 5.3.** The framed components in a 1-dimensional moduli space which are intervals, are called Pontryagin-Thom arcs, and the framed components which are circles are called Pontryagin-Thom circles.

Now given a cohomology class $u \in H^1(\mathcal{C}; \mathbb{Z}/2)$, recall that we have constructed a map $f^{m+1}: [\mathcal{C}]^{(m+1)} \to M_m$ with $f^{m+1}_z \circ i = u$. For each $z \in \text{Ob}(\mathcal{C})$ with $|z| = i + 2$ we can compose the attaching map $\chi_z: S^{m+1} \to [\mathcal{C}]^{(m+1)}$ of $\mathcal{C}(z)$ with $f^{m+1}$, and consider the resulting element $\pi_{m+1}(M_m) \cong \mathbb{Z}/2$. Furthermore, the inclusion $S^m \subset M_m$ induces an isomorphism on $\pi_{m+1}$. Let us denote the composition $f^{m+1} \circ \chi_z = f_z: S^{m+1} \to M_m$, and recall that we have

$$S^{m+1} \cong \partial \mathcal{C}(z) = \partial([0, R] \times [-R, R^{d_1}] \times [0, R] \times [-R, R^{d_{d+1}}]).$$

For each $y \in \text{Ob}(\mathcal{C})$ with $|y| = i + 1$ we have a set

$$C_y(z) = [0, R] \times [-R, R] \times [0, R] \times \mathcal{C}(z, y) \times [-\varepsilon, \varepsilon]^{d_{d+1}} \subset \partial \mathcal{C}(z)$$

which contains framed arcs $\gamma_x \times [-\varepsilon, \varepsilon]^{d_1} \times \{0\} \times \mathcal{M}(z, y) \times [-\varepsilon, \varepsilon]^{d_{d+1}}$ coming from the topological matchings. Together with the Pontryagin-Thom arcs, which also sit in $\partial \mathcal{C}(z)$ via $C_x(z)$ for $x$ in the support of the cocycle representing $u$, these combine to framed circles in $\partial \mathcal{C}(z)$. For the correct smoothing of these framed circles, see [LS14b, §3.4]. The Pontryagin-Thom circles in $\mathcal{M}(z, x)$ also give framed circles in $\partial \mathcal{C}(z)$.

Away from these framed circles, the map $f_z$ is the constant map to the basepoint. Also, if none of the arcs from the topological matching is boundary-incoherent, the image of $f_z$ is already contained in the $m$-sphere $M_m$, that is, in an $m$-sphere. If a framed circle contains boundary-incoherent arcs, it contains an even number of them, compare [LS14b, LM.3.9], and we can use the same method as in [LS14b] to alter the map $f_z$ to a map $f'_z: S^{m+1} \to S^m \subset M_m$ representing $f_z$ in $\pi_{m+1}(M_m)$. We will not repeat this construction here, but note that the proof of [LS14b, Prop.3.10] does not rely on the special form of flow categories considered there. We note that in order to use their construction, we should ensure that the topological matchings lead to standard framed arcs in $[0, \infty) \times \mathbb{R}^m$. This can be arranged, because the arcs in the framed circles above which come from the topological matching are always between points $(A, C)$ and $(B, C)$ with $A, B \in \mathcal{M}(y, x)$ and $C \in \mathcal{M}(z, y)$. 


Overall, we obtain a finite number of framed circles \((K, \Phi)\) embedded in \(S^{m+1} \simeq \partial \mathcal{C}(z)\) which determine the value of the cocycle \(c_f\) representing \(\text{Sq}^2(u)\). The value of each \((K, \Phi)\) as an element of the first framed bordism group \(\Omega^f_1 \simeq \mathbb{Z}/2\) can be read off from the following Proposition.

**Proposition 5.4.** Let \((K, \Phi)\) be a framed circle arising from the above. If \(K\) is built from Pontryagin-Thom arcs and arcs from topological matchings, its value in \(\Omega^f_1 \simeq \mathbb{Z}/2\) can be read off from the following Proposition.

1. The number 1.
2. The number of Pontryagin-Thom arcs in \(K\) with the non-standard framing.
3. The number of arrows on \(K\) which point in a fixed direction.

If \(K\) consists of a Pontryagin-Thom circle, its value in \(\Omega^f_1 \simeq \mathbb{Z}/2\) is given as the sum of

1. The number 1.
2. The value of the map \(fr: \pi_0(\mathcal{M}(z,x)) \to \mathbb{Z}/2\) on the component corresponding to \(K\).

The value of the cocycle \(c_f \in C^{i+2}(\mathcal{F}; \mathbb{Z}/2)\) on \(z\) is then the sum of these numbers over all such framed circles \((K, \Phi)\).

**Proof.** In the case of \(K\) being build from arcs, this follows directly from [LS14b, Prop.3.12]. If \(K\) is a Pontryagin-Thom circle, then \(fr([K])\) is determined by the element of \(\pi_1(\text{SO}(m+1))\) the framed circle represents. But the constant loop in \(\text{SO}(m+1)\) corresponds to the non-trivial element of \(\Omega^f_1\) which explains the extra summand 1.

**Example 5.5.** Consider the Morse function \(f: \mathbb{R}P^n \to \mathbb{R}\) from Section 3.1 (disguised there as a Lens space), and let \(\mathcal{F}_i\) be the framed flow category obtained by restricting to the critical points \(p_i, p_{i+1}\) and \(p_{i+2}\). Write \(\{L_i, R_i\} = \mathcal{M}(p_{i+1}, p_i)\) and \(\{L_{i+1}, R_{i+1}\} = \mathcal{M}(p_{i+2}, p_{i+1})\). Then \(\mathcal{M}(p_{i+2}, p_i)\) consists of two intervals. From the description in Section 3.1 we know that one interval, say \(I_1\), bounds \(\{L_i, R_{i+1}\}, (R_i, L_{i+1})\), and the other interval \(I_2\) bounds \(\{L_i, L_{i+1}\}, (R_i, R_{i+1})\).

![Figure 15. The framed circle for the generator in degree \(i + 2\).](image)

Note that \(i\) needs to be odd for the two vertical arcs to be oriented.

For the topological matching, we choose an arc \(\eta\) between \(L_i\) and \(R_i\). This arc is boundary-coherent if and only if \(i\) is even. If \(i\) is odd, we choose an orientation, say from \(L_i\) to \(R_i\). In the boundary of the sphere for the object \(p_{i+2}\) we now get two arcs coming from the topological matching, namely \(\eta \times \{L_{i+1}\}\) and \(\eta \times \{R_{i+1}\}\). Note that if \(i\) is odd, both of these arcs are oriented in the same direction, so they do not
contribute according to Proposition 5.4. The corresponding circle is indicated in Figure 15. The Steenrod square $Sq^2(z^i)$ of the generator $z^i \in H^i(\mathbb{RP}^n; \mathbb{Z}/2)$ can be calculated using the Cartan formula, so we see that for $i = 2j$ or $i = 2j + 1$ we get that the intervals $I_1$ and $I_2$ have to have the same framings for $j$ odd (in order to get a non-trivial Steenrod square), and different framings for $j$ even (in order to get the trivial Steenrod square). We will not attempt to work out the exact framing for the intervals. Furthermore, they do depend on the choice of rotation of the point in $\mathcal{M}(p_{i+1}, p_i)$ which is framed by $-e_1, \ldots, -e_i$ rather than by the standard framing. Note that changing this rotation will always affect both intervals.

Example 5.6. If we use the $\mathbb{CP}^n$ version of this Morse function, we get the same kind of critical points $p_i$, but this time each $\mathcal{M}(p_{i+1}, p_i)$ is a circle. To understand the framing, write $p_i = [\cdots : 1 : 0 : \cdots], p_{i+1} = [\cdots : 0 : 1 : \cdots]$ and

$$\mathcal{M}(p_{i+1}, p_i) = \{[\cdots : z : 1 : \cdots] | z \in S^1\},$$

which we can think of as embedded in $W^s(p_{i+1}) \cong \mathbb{R}^{2i+2}$. The first $2i$ frames come from the standard basis $\frac{\partial}{\partial \sigma_0}, \frac{\partial}{\partial \sigma_0}, \cdots, \frac{\partial}{\partial \sigma_{i-1}}, \frac{\partial}{\partial \sigma_{i-1}}$ at $p_i$. The point $[\cdots : z : 1 : \cdots]$ is identified with $[\cdots : 1 : z : \cdots]$ which has this standard framing. Therefore the framing at $[\cdots : z : 1 : \cdots]$ is the standard basis multiplied with $z \in S^1$. The final frame comes from the flow direction. Together with the tangent vector, we see that the corresponding element of $\pi_1(\text{SO}(2i + 2))$ is represented by the loop of unitary matrices

$$z \mapsto \begin{pmatrix} z & \cdots & 1 \\ \vdots \\ z \end{pmatrix} \in U(i + 1)$$

This represents the trivial element if and only if $i$ is odd. If we denote the generator of $H^2(\mathbb{CP}^n; \mathbb{Z}/2)$ by $u$, we therefore get from Proposition 5.4 that $Sq^2(u^i) = u^{i+1}$ for $i$ odd, and $Sq^2(u^i) = 0$ for $i$ even. Again this could be derived from the Cartan formula.

5.2. A particular frame assignment for the sock. In order to use the previous section for calculations of Steenrod squares of links, we need to understand the framings of 1-dimensional moduli spaces for the category $\mathcal{F}_r^n$, where $r \in (\mathbb{Z} - \{0\})^m$.

Recall the CW-complex $\mathcal{C}(\mathcal{F}_r^n)$ for $r = (r_1, \ldots, r_m) \in (\mathbb{Z} - \{0\})^m$ from Section 4.1. It is the product

$$\mathcal{C}(\mathcal{F}_r^n) = \mathcal{C}(\mathcal{F}_{r_1}^n) \times \cdots \times \mathcal{C}(\mathcal{F}_{r_m}^n),$$

so in particular its cells are products of cells from the $\mathcal{C}(\mathcal{F}_{r_i}^n)$. The cells of $\mathcal{C}(\mathcal{F}_r^n)$ for $r > 0$ have already been described in the proof of Lemma 4.11. For the reader’s convenience, we will now describe it for $r < 0$. The 0-cells are given by the objects $r, r + 1, \ldots, -1, 0$, and the 1-cells correspond to elements of the 0-dimensional moduli spaces, so we have a 1-cell $P$ between $-1$ and 0, 1-cells $P_i$ between $2i$ and $2i + 1$ for $i = [r/2], \ldots, -1$, and 1-cells $P_{i,0}, \ldots, P_{i, -1}$ between $2i - 1$ and $2i$ for $i = [(r - 1)/2], \ldots, -1$.

We have the 2-cell $N_0$ with

$$\partial N_0 = P_{-1} - M_{-1}$$

and 2-cells $\tilde{N}_{i,0}, \ldots, \tilde{N}_{i, -1}$ for $i = [(r - 1)/2], \ldots, -1$ with

$$\partial \tilde{N}_{i,j} = P_{i,j} + P_i - M_i - P_{i,j+1},$$
and finally 2-cells $N_{i,0}, \ldots, N_{i,n-2}$ for $i = [(r-1)/2, \ldots, -1]$ with

$$\partial N_{i,j} = P_{i-1} + P_{i,j} - P_{i,j+1} - M_{i-1}.$$ 

The 3-cells are given by $Q_{i,0}, \ldots, Q_{i,n-3}$ for $i = [(r-1)/2, \ldots, -1]$ with

$$\partial Q_{i,j} = N_{i,j} + \tilde{N}_{i,j+1} - \tilde{N}_{i,j} - N_{i,j+1}.$$ 

To simplify our notation, we will write $a = (a_1, \ldots, a_m) \in \mathbb{Z}^m$ for 0-cells in the product complex $C(\tilde{S}_n^r)$. For 1-cells we will suppress the second index in $P_{i,j}$ as it will have no effect on the framing value. We then use the notation

$$P_{i,j} = a_1 \times \cdots \times a_{j-1} \times P_{a_j} \times a_{j+1} \times \cdots \times a_k,$$

and similarly for $M_{i,j}$. The 2-cells which are products of two 1-cells (and 0-cells) are denoted by

$$(P_{i,j}, P_{a}) = (P_{i,j}, M_{a}), (M_{i,j}, P_{a}), (M_{i,j}, M_{a})$$

where $1 \leq j < i \leq k$, where, for example,

$$(P_{i,j}, P_{a}) = a_1 \times \cdots \times a_{j-1} \times P_{a_j} \times a_{j+1} \times \cdots \times a_{i-1} \times P_{a_i} \times a_{i+1} \times \cdots \times a_m.$$ 

Other 2-cells are denoted by $N_{a,j}$ and $\tilde{N}_{a,j}$, where $j$ indicates the coordinate of the non-0-cell.

We extend this notation to higher dimensional cells in the obvious way. The subscript $a$ indicates that the cell corresponds to a component of a moduli space $M(b, a)$ for some object $b$. We also say that the cell is based at $a$.

Given $r = (r_1, \ldots, r_m) \in (\mathbb{Z} - \{0\})^m$, we want to have a standard sign assignment for the elements of 0-dimensional moduli spaces. For $m = 1$, this is essentially encoded in whether a point is called $P$ or $M$. The resulting sign assignment below is then just obtained by using the usual product convention.

**Definition 5.7.** The standard sign assignment $s \in C^1(C(\tilde{S}_n^m), \mathbb{Z}/2)$ is the 1-cochain defined by

$$s(P_{i,j}) = a_1 + \cdots + a_{j-1} + 1, \quad s(M_{i,j}) = a_1 + \cdots + a_{j-1} + 1.$$ 

These sums are in $\mathbb{Z}/2$, with empty sums treated as 0.

The standard sign assignment controls the framings of the 0-dimensional moduli spaces of $\mathcal{S}_r$, with 0 corresponding to a positive framing, and 1 corresponding to a negative framing.

When framing the 1-dimensional moduli spaces, we need to accommodate the fact that some of the $r_j$ can be negative. Basically the difference is that $M_i$ cells are based at an even number for negative $r$, and based at an odd number for positive $r$. For this reason, define $\delta = (\delta_1, \ldots, \delta_m) \in \mathbb{Z}^m$ by $\delta_j = 0$ if $r_j > 0$ and $\delta_j = 1$ if $r_j < 0$. 

Definition 5.8. The standard frame assignment \( f \in C^2(\widetilde{\mathcal{T}}_F^n, \mathbb{Z}/2) \) is defined as

\[
\begin{align*}
  f(P_{a_j}^i, P_{a_i}^j) &= (a_1 + \cdots + a_{j-1})(a_j + \cdots + a_{i-1}) \\
  f(P_{a_j}^i, M_{a_i}^j) &= (a_1 + \cdots + a_{j-1})(a_j + \cdots + a_{i-1} + 1) \\
  f(M_{a_j}^i, P_{a_i}^j) &= (a_1 + \cdots + a_{j-1} + 1)(\delta_j + a_{j+1} + \cdots + a_{i-1}) \\
  f(M_{a_j}^i, M_{a_i}^j) &= (a_1 + \cdots + a_{j-1} + 1)(\delta_j + a_{j+1} + \cdots + a_{i-1} + 1) \\
  f(N_{a_j}^j) &= a_1 + \cdots + a_{j-1} \\
  f(\tilde{N}_{a_j}^j) &= 0.
\end{align*}
\]

Again these sums are in \( \mathbb{Z}/2 \).

The distinction between cells \( N \) and \( \tilde{N} \) seems random, but the difference is that \( N \) is based at an object at which also \( M \) is based. We can unify the frame formula using a factor \( (a_j + \delta_j) \), but we still have to distinguish the two cases in proofs below.

The standard sign and frame assignments provide us with a framing of the 0- and 1-dimensional moduli spaces of \( \mathcal{F}_P^n \). Also note that if \( |r_i| = 1 \) for all \( i = 1, \ldots, m \), we only need \( f(P_{a_j}^i, P_{a_i}^j) \), and the sign and frame assignments agree with the assignments of the cube in [LS14b]. We now need the analogue of [LS14b, Lm.3.5], namely that we can extend this framing to the higher dimensional moduli spaces.

Let \( \tau \) be a 3-dimensional cell in \( \mathcal{C}(\widetilde{\mathcal{T}}_F^n) \). Then \( \tau \) is of the form \( (E_{a_j}^k, E_{a_i}^j, E_{a_i}^j) \) with the \( E \)'s corresponding to 1-cells, that is, chosen from \( P \) or \( M \), \( (E_{a_j}^k, E_{a_i}^j) \) or \( (E_{a_i}^j, E_{a_i}^j) \) with \( F \) chosen from \( N \) or \( \tilde{N} \), or \( Q_{2a}^j \). Furthermore, \( \tau \) corresponds to the component of a 2-dimensional moduli space \( \mathcal{M}(b, a) \) where \( b \) is an object with \( |b| = |a| + 3 \). This component is a hexagon, except when \( \tau = Q_{2a}^j \), in which case it is a square.

The following lemma is the analogue of [LS14b, Lm.2.1].

Lemma 5.9. Let \( \tau \) be a 3-cell in \( \mathcal{C}(\widetilde{\mathcal{T}}_F^n) \) based at \( a \).

1. If \( \tau = (E_{a_j}^k, E_{a_i}^j, E_{a_i}^j) \) with the \( E \)'s some combination of \( P \)'s and \( M \)'s, then
   \[
   \delta f(\tau) = s(E_{a_j}^k) + s(E_{a_i}^j) + s(E_{a_i}^j).
   \]
2. If \( \tau = (E_{a_j}^k, N_{a_i}^j) \) with \( E \) either \( P \) or \( M \), then
   \[
   \delta f(\tau) = s(E_{a_j}^k) + s(P_{a_i}^j) + s(M_{a_i}^j).
   \]
3. If \( \tau = (N_{a_i}^j, E_{a_i}^j) \) with \( E \) either \( P \) or \( M \), then
   \[
   \delta f(\tau) = s(P_{a_i}^j) + s(M_{a_i}^j) + s(E_{a_i}^j).
   \]
4. If \( \tau = (E_{a_i}^j, \tilde{N}_{a_i}^j) \) or \( \tau = (\tilde{N}_{a_i}^j, E_{a_i}^j) \) with \( E \) either \( P \) or \( M \), then
   \[
   \delta f(\tau) = s(E_{a_i}^j).
   \]
5. If \( \tau = Q_{2a}^j \), then \( \delta f(\tau) = 0 \).

Proof. Let \( \tau = (E_{a_j}^k, E_{a_i}^j, E_{a_i}^j) \). If we look at the boundary of \( \tau \), we get six 2-cells, three of which are based at \( a \), and the others are based at \( a^k \), \( a^j \) and \( a^i \), where \( a^k \) agrees with \( a \), except in the \( k \)-coordinate, where the entry is \( a_k + 1 \), and similar with \( a^j \) and \( a^i \). Hence the boundary of \( \tau \) with \( \mathbb{Z}/2 \) coefficients is

\[
\partial \tau = (E_{a_j}^k, E_{a^k}^j) + (E_{a^j}^j, E_{a^i}^j) + (E_{a^k}^k, E_{a^i}^j) + (E_{a^k}^k, E_{a_i}^j) + (E_{a^j}^j, E_{a^i}^j) + (E_{a^k}^k, E_{a_i}^j).
\]
Write $\varepsilon_m = 1$ if $E_{a}^k = I_{a}^k$ and $\varepsilon_k = 0$ if $E_{a}^k = R_{a}^k$, and similarly define $\varepsilon_j$ and $\varepsilon_i$. We then can write

$$f(E_{a}^j, E_{a}^i) = (a_1 + \cdots + a_{j-1} + \varepsilon_j)(\varepsilon_j(\delta_j + a_j) + a_j + \cdots + a_{i-1} + \varepsilon_i).$$

Observe that if $\varepsilon_j = 1$, then $(\delta_j + a_j)$ is odd, so we can replace $\varepsilon_j(\delta_j + a_j)$ with $\varepsilon_j$ in $\mathbb{Z}/2$.

Now

$$f(E_{a}^j, E_{a}^i) = (a_1 + \cdots + a_{j-1} + \varepsilon_j + 1)(\varepsilon_j + a_j + \cdots + a_{i-1} + \varepsilon_i)$$

so that

$$f(E_{a}^j, E_{a}^i) + f(E_{a}^j, E_{a}^i) = \varepsilon_j + a_j + \cdots + a_{i-1} + \varepsilon_i = s(E_{a}^j) + s(E_{a}^i).$$

Similarly

$$f(E_{a}^k, E_{a}^i) = (a_1 + \cdots + a_{k-1} + \varepsilon_k)(\varepsilon_k + a_k + \cdots + a_{i-1} + \varepsilon_i + 1)$$

so that

$$f(E_{a}^k, E_{a}^i) + f(E_{a}^k, E_{a}^i) = a_1 + \cdots + a_{k-1} + \varepsilon_k = s(E_{a}^k).$$

As

$$f(E_{a}^k, E_{a}^i) + (E_{a}^k, E_{a}^i) = 0,$$

we get the result.

If $\tau = (E_{a}^j, N_{a}^i)$, then

$$\partial(E_{a}^j, N_{a}^i) = N_{a}^i + (E_{a}^j, P_{a}^i) + (E_{a}^j, P_{a}^i) + (E_{a}^j, M_{a}^i) + (E_{a}^j, P_{a}^i).$$

A similar calculation as before gives us

$$\delta f(E_{a}^j, M_{a}^i) = 1 + a_1 + \cdots + a_{j-1} + \varepsilon_j$$

$$= s(P_{a}^i) + s(M_{a}^i) + s(E_{a}^j).$$

Replacing $N$ with $\tilde{N}$ has the effect that the summand 1 disappears.

If $\tau = (N_{a}^j, E_{a}^i)$, then

$$\delta f(N_{a}^j, E_{a}^i) = f((P_{a}^j, E_{a}^i) + (P_{a}^j, E_{a}^i)) + f((E_{a}^j, E_{a}^i) + (E_{a}^j, E_{a}^i)) + f(N_{a}^j, N_{a}^j)$$

$$= (\delta_j + a_j + \cdots + a_{i-1} + \varepsilon_i) + (a_1 + \cdots + a_{j-1})(a_j + \delta_j) + 0.$$

Note that $a_j + \delta_j = 1$ as we have $N_{a}^j$ rather than $\tilde{N}_{a}^j$, so

$$\delta f(N_{a}^j, E_{a}^i) = a_1 + \cdots + a_{j-1} + \delta_j + a_{j+1} + \cdots + a_{i-1} + \varepsilon_i = s(E_{a}^i) + 1,$$

which gives the result as before. Replacing $N$ with $\tilde{N}$ has the same effect as before, that is, the summand 1 disappears.

It remains to check the case $\tau = Q_{a}^i$. As the boundary of $Q$ contains two cells $N$ and two cells $\tilde{N}$ based at $a$ and $a'$, it is clear that $\delta f(Q_{a}^i) = 0$. 

\footnote{It seems that the cell $(E_{a}^j, P_{a}^i)$ appears twice in $\partial\tau$, but the cells are different due to the suppressed index in $P$. However the evaluation of $f$ is the same on both cells.}
If $\tau$ is a product of three 1-cells, there exist three objects $w_1, w_2, w_3$ with $|w_i| = |a| + 1$ and three objects $t_1, t_2, t_3$ with $|t_i| + 1 = |b|$ which can be placed between $b$ and $a$.

These objects fit in a cube

where $c_1 = s(E^k_a)$, $c_2 = s(E^j_a)$ and $c_3 = s(E^i_a)$. The other labels for solid lines follow from the sign assignment using $k < j < i$. The labels for the dotted lines come from the frame assignment, namely $g_1 = f(E^k_a, E^j_a)$, $g_2 = f(E^k_a, E^i_a)$, $g_3 = f(E^i_a, E^j_a)$, $f_1 = f(E^i_{w_1}, E^j_{w_1})$, $f_2 = f(E^i_{w_2}, E^j_{w_2})$ and $f_3 = f(E^k_{w_3}, E^i_{w_3})$.

The component of $\mathcal{M}(b,a)$ corresponding to $\tau$ is determined as follows: The 1-cells $E^k_a, E^j_a, E^i_a$ correspond to points that we denote by $e^k_a \in \mathcal{M}(w_1, a)$, $e^j_a \in \mathcal{M}(w_2, a)$, $e^i_a \in \mathcal{M}(w_3, a)$, respectively. They also give rise to points

$$e^k_{w_1} \in \mathcal{M}(t_1, w_1), e^l_{w_1} \in \mathcal{M}(t_2, w_1), e^k_{w_2} \in \mathcal{M}(t_2, w_2),$$

$$e^i_{w_2} \in \mathcal{M}(t_3, w_2), e^k_{w_3} \in \mathcal{M}(t_3, w_3), e^i_{w_3} \in \mathcal{M}(t_3, w_3)$$

and $e^i_{t_1} \in \mathcal{M}(b, t_1), e^j_{t_2} \in \mathcal{M}(b, t_2), e^k_{t_3} \in \mathcal{M}(b, t_3)$.

Dropping the subscripts of these points for brevity, the vertices of the hexagon corresponding to $\tau$ are described in Figure 16.

This hexagon is embedded in $\mathbb{R}^{d_1} \times [0, \infty) \times \mathbb{R}^{d_{i+1}} \times [0, \infty) \times \mathbb{R}^{d_{i+2}}$ for some values $d_1, d_{i+1}, d_{i+2}$, and the boundary of this hexagon is, after rearranging coordinates and smoothing $\partial([0, \infty) \times [0, \infty))$, a framed submanifold of $\mathbb{R}^{d+1}$ with $d = d_1 + d_{i+1} + d_{i+2}$, compare [LS14b, Fig.3.3]. In order to frame the whole hexagon, we need that the corresponding element of $\Omega^1_{fr} \cong \mathbb{Z}/2$ is the trivial element. Equivalently, we can show that the corresponding loop in $\text{SO}(d+1)$ represents the non-trivial element in $H_1(\text{SO}(d+1)) \cong \pi_1(\text{SO}(d+1)) \cong \mathbb{Z}/2$. 
The calculation of this element is completely analogous to the computation in the proof of [LS14b, Lm.3.5]. Namely, the loop in SO($d+1$) represented by the framed boundary of the hexagon is homologous to the sum of the 18 loops shown in Figure 17.

Note that the vertices of the hexagon are represented by numbers $cba$ that represent frames in $\{0\} \times \mathbb{R}^d$ given by

$$[0, (-1)^c e_1, e_2, \ldots, e_d, (-1)^b e_{d+1}, e_{d+2}, \ldots, e_{d+d+1}, (-1)^a e_{d+d+1}, \ldots, e_d]$$

Each vertex in the interior is also represented by a number $cba$ representing a frame in $\{0\} \times \mathbb{R}^d$. These numbers can be read off from [LS14b, Fig.3.4]. For example, the vertex in the middle is labeled 000 referring to the standard basis. Each interior edge in the graph changes exactly one of the labels to 0.

Each loop represents the value that is described in it, where the value is calculated in the proof of [LS14b, Lm.3.5] and can be read off [LS14b, Fig.3.4] in connection with (7). In particular, we get the values

$$a_1 = c_2 c_1 + c_1 + c_2 + 1 \quad a_2 = c_1 c_2 + c_1$$
$$a_3 = c_3 c_1 + c_1 + c_3 + 1 \quad a_4 = c_3 c_2 + c_2 + c_3 + 1$$
$$a_5 = c_1 c_3 + c_1 \quad a_6 = c_2 c_3 + c_2.$$
We also get
\[ b_1 = c_3c_2 \quad b_2 = c_3c_1 \quad b_3 = c_2c_1 + c_1 \]
\[ b_4 = c_1c_2 \quad b_5 = c_1c_3 \quad b_6 = c_2c_3 + c_3. \]
This implies
\[ a_1 + \cdots + a_6 = c_2 + 1 \]
\[ b_1 + \cdots + b_6 = c_1 + c_3. \]
From Lemma 5.9 we get
\[ f_1 + f_2 + f_3 + g_1 + g_2 + g_3 = c_1 + c_2 + c_3 \]
and therefore the boundary of the hexagon, which represents the sum of all 18 loops in SO(d + 1) does indeed represent the non-trivial element of \( H_1(\text{SO}(d + 1)) \), which is what we need to frame the hexagon.

If \( \tau = (E^l_a, N^i_a) \), there are only four objects that fit between \( a \) and \( b \). However, we still get the cube (7) using \( w_1 = a^l, w_2 = w_3 = a^i, \), \( t_1 = (a^l)^{t} = t_2, t_3 = (a^i)^{t} \). Recall that for \( a \in \mathbb{Z}^k \) we write \( a^j = a + e_j \in \mathbb{Z}^k \). We still have the points \( e_a^j \in \mathcal{M}(w_1, a), e_a^i \in \mathcal{M}(w_2, a) \) and \( e_a^{i2} = M \in \mathcal{M}(w_3, a) \) which together with the shifted points make up the vertices of the hexagon corresponding to \( \tau \).

This leads to the analogue of Figure 16 and Figure 17, and the same calculation as in the case of \( \tau = (E^m_a, E^l_a, E^j_a) \) shows that the framing can be extended to this hexagon. The fact that \( e_a^i \) and \( e_a^j \) have different sign means that \( c_2 + c_3 = 1 \), which is irrelevant for the calculation. If we replace \( N_a^i \) with \( \tilde{N}_a^i \) the only difference is that \( e_a^i \) and \( e_a^j \) have the same sign, but the calculation remains the same.

The cases \( \tau = (N_a^i, E_a^j) \) or \( (\tilde{N}_a^i, E_a^j) \) are also completely analogous to the previous case.

It remains the case \( \tau = Q_a^j \). In this case we only have four objects \( a, w, t, b \in \mathbb{Z}^m \) with \( \tau \) associated to a square contained in \( \mathcal{M}(b, a) \). Also, these objects only differ in one coordinate.

The square has vertices
\[ (P_i, P_{i,j}, P_{i+1,j}), (M_i, P_{i,j+1}, P_{i+1,j}), (M_i, P_{i,j+2}, M_{i+1}), (P_i, P_{i,j+1}, M_{i+1}) \]
\[ \in \mathcal{M}(w, a) \times \mathcal{M}(t, w) \times \mathcal{M}(b, w). \]

As in the case of the hexagon, the boundary of the square is framedly embedded in \( \mathbb{R}^{d+1} \) and we need to extend the framing to the whole square sitting in \([0, \infty) \times \mathbb{R}^{d+1} \).

The analogue of (7) is the slightly simpler diagram

\[
\begin{array}{c}
\text{(8)}
\end{array}
\]

where \( c = s(P_i) = s(P_{i,j}) = s(P_{i+1}) \) and \( c + 1 = s(M_i) = s(M_{i+1}) \), \( f = f(N_{i,j}) = f(N_{i,j+1}) \), \( g = f(\tilde{N}_{i,j}) = f(\tilde{N}_{i,j+1}) = 0. \)
The corresponding loop in \( \text{SO}(d+1) \) is represented in Figure 18.

\[
(c+1) \cdot (c+1)
\]

![Figure 18. Loops in \( \text{SO}(d+1) \).](image)

The four corners of the square are labelled by three numbers in \( \mathbb{Z}/2 \), for example \( ccc \) at the bottom. This refers to the framing at that point in the same way it did for the hexagon above. The bottom point corresponds to \((P_i, P_j, P_{i+1})\), similarly for the other points. Each edge represents a frame path joining frames at its endpoints. The point in the middle has framings \( 0 \cdot 0 \cdot 0 \) while the four points around it have exactly one 0.

The upper triangle on the left labelled \( f \) is described as follows. The outside edge comes from the framing of the interval between the points \((P_i, P_{i,j+1}, M_{i+1})\) and \((M_i, P_{i,j+2}, M_{i+1})\), the two inside edges are standard paths between framings \( c \cdot (c+1) \) and \( 0 \cdot c (c+1) \), and \( (c+1) \cdot (c+1) \) and \( 0 \cdot c (c+1) \), respectively. The loop is therefore trivial if and only if \( f \) is trivial. The other triangles are treated similarly.

For the upper 4-gon, labelled \( c+1 \), we have two paths between the framings of \( (c+1) \cdot (c+1) \) and \( 0 \cdot c \cdot 0 \), one by changing the first coordinate and then the third coordinate, and one where it is done in the different order. If \( c+1 = 0 \), then both are constant, but if \( c = 0 \), then these two paths are different. This is because the standard path between 001 and 000 uses a different rotation than the standard path between 101 and 100. The loop represented by this 4-gon therefore represents \( c+1 \in \pi_1(\text{SO}(d+1)) \). A similar argument applies to the lower 4-gon labelled \( c \).

The other two 4-gons are in fact simpler, one checks that two of the four edges represent constant paths with the other cancelling each other, and the loop simply represents 0.

The value of the outside loop is therefore just determined by summing the labels, and they clearly sum up to 1, which means that the framing can be extended to the square.

**Proposition 5.10.** The partial framing from Definitions 5.7 and 5.8 can be extended to a framing of the category \( \mathcal{F}^n_{\vec{a}} \).

**Proof.** Our previous argument showed that all the 2-dimensional moduli spaces in \( \mathcal{F}^n_{\vec{a}} \) can be framed extending the standard sign- and frame assignments. The higher dimensional moduli spaces can then be framed using the obstruction theory of Section 4.1. \( \square \)
6. Examples

6.1. The $(3,4)$-torus knot by hand. In this section, we consider the torus knot $T_{3,4}$ in the form of the pretzel knot $P(-2,3,3)$ (which appears as $8_{19}$ in the Rolfsen table), and use Theorem 1.2 to calculate a non-trivial Steenrod square “by hand”. The significance of the knot $8_{19}$ is that it is the first knot for which the Khovanov homotopy type is not a wedge sum of Moore spaces, yielding the nontriviality result in [LS14b, Theorem 1]. The 3-component pretzel link $P(-2,2,2)$ is in fact the link with the least number of crossings that admits a non-trivial Steenrod square. The calculation is essentially the same as for $P(-2,3,3)$ as we shall see.

Consider the diagram of $T_{3,4} = P(-2,3,3)$ in Figure 19.

![Figure 19. A glued diagram for $T_{3,4}$ with three elementary tangles.](image)

The flow category of this diagram has 31 objects in quantum degree 11. The cohomological degrees of these objects lie between 1 and 4, and are listed in Table 1. The flow category, along with its 0-dimensional moduli spaces, is displayed in Figure 20. We use the notation of Section 5.2, but also indicate the sign of the point. More precisely, we say $s(P) = 0 = s(-M)$, $s(-P) = 1 = s(M)$. The signs are sprinkled as prescribed by the standard sign assignment of Definition 5.7.

Before we analyze the higher dimensional moduli spaces note that the full subcategory with objects $\alpha_{18}, \alpha_{19}, \alpha_{29}, \alpha_{31}$ forms an upward closed subcategory in the sense of [LS14a, §3.4.2], which is contractible. Using [LS14a, Lemma 3.32] we can pass to the full subcategory without these objects without changing the stable homotopy type. Notice that the resulting category is the same as if we had started with the pretzel link $P(-2,2,2)$ in quantum degree $-3$.

The full subcategory generated by the objects $\alpha_1, \alpha_8$ forms a contractible downward closed subcategory, and after passing to the quotient category, the objects $\alpha_2, \alpha_3, \alpha_{10}, \alpha_{12}, \alpha_{13}$ and $\alpha_{24}$ form a contractible upward closed subcategory.

The resulting flow category, which we shall denote by $\mathcal{C}$, contains 19 objects and is displayed with its 0-dimensional moduli spaces in Figure 21. The 1-dimensional moduli spaces have frame assignments as prescribed in Definition 5.8 and are listed in Figure 22. In order to calculate the framings of each of the intervals, one must refer to the $P_i^j$, $M_i^j$ notation of the 0-dimensional moduli spaces in Figure 20. However, once these framings have been calculated, this notation is unnecessary and in Figure 21 we simply refer to a plus (respectively a minus) sign using either
Figure 20. The flow category \( \mathcal{F}(D(2,3,3)) \) of \( \mathcal{G}_9 = P(2,3,3) \).
Table 1. Objects of $\mathcal{L}(D_{(-2,3,3)})$

<table>
<thead>
<tr>
<th>Object</th>
<th>Generator</th>
<th>Grading</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1$</td>
<td>$(D_{(-1,0,0)}, x_+ x_-)$</td>
<td>1</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>$(D_{(0,0,0)}, x_+ x_+ x_-)$</td>
<td>2</td>
</tr>
<tr>
<td>$\alpha_3$</td>
<td>$(D_{(0,0,0)}, x_+ x_-)$</td>
<td>2</td>
</tr>
<tr>
<td>$\alpha_4$</td>
<td>$(D_{(0,0,0)}, x_- x_+ x_-)$</td>
<td>2</td>
</tr>
<tr>
<td>$\alpha_5$</td>
<td>$(D_{(-2,2,0)}, x_+)$</td>
<td>2</td>
</tr>
<tr>
<td>$\alpha_6$</td>
<td>$(D_{(-2,0,0)}, x_+)$</td>
<td>2</td>
</tr>
<tr>
<td>$\alpha_7$</td>
<td>$(D_{(-1,1,0)}, x_+)$</td>
<td>2</td>
</tr>
<tr>
<td>$\alpha_8$</td>
<td>$(D_{(-1,0,1)}, x_+)$</td>
<td>2</td>
</tr>
<tr>
<td>$\alpha_9$</td>
<td>$(D_{(-2,1,1)}, x_+ x_-)$</td>
<td>2</td>
</tr>
<tr>
<td>$\alpha_{10}$</td>
<td>$(D_{(0,1,0)}, x_+ x_-)$</td>
<td>2</td>
</tr>
<tr>
<td>$\alpha_{11}$</td>
<td>$(D_{(0,1,0)}, x_- x_+)$</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha_{12}$</td>
<td>$(D_{(0,0,1)}, x_+ x_-)$</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha_{13}$</td>
<td>$(D_{(0,0,1)}, x_- x_+)$</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha_{14}$</td>
<td>$(D_{(-1,1,1)}, x_+ x_-)$</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha_{15}$</td>
<td>$(D_{(0,0,1)}, x_- x_+)$</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha_{16}$</td>
<td>$(D_{(-1,2,0)}, x_-)$</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha_{17}$</td>
<td>$(D_{(-1,0,2)}, x_-)$</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha_{18}$</td>
<td>$(D_{(-2,3,0)}, x_-)$</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha_{19}$</td>
<td>$(D_{(-2,0,3)}, x_-)$</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha_{20}$</td>
<td>$(D_{(-2,1,2)}, x_+ x_-)$</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha_{21}$</td>
<td>$(D_{(-2,1,2)}, x_- x_+)$</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha_{22}$</td>
<td>$(D_{(-2,2,1)}, x_+ x_-)$</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha_{23}$</td>
<td>$(D_{(-2,2,1)}, x_- x_+)$</td>
<td>3</td>
</tr>
<tr>
<td>$\alpha_{24}$</td>
<td>$(D_{(0,1,1)}, x_-)$</td>
<td>4</td>
</tr>
<tr>
<td>$\alpha_{25}$</td>
<td>$(D_{(0,2,0)}, x_- x_-)$</td>
<td>4</td>
</tr>
<tr>
<td>$\alpha_{26}$</td>
<td>$(D_{(0,0,2)}, x_- x_-)$</td>
<td>4</td>
</tr>
<tr>
<td>$\alpha_{27}$</td>
<td>$(D_{(1,2,1)}, x_- x_-)$</td>
<td>4</td>
</tr>
<tr>
<td>$\alpha_{28}$</td>
<td>$(D_{(-1,1,2)}, x_- x_-)$</td>
<td>4</td>
</tr>
<tr>
<td>$\alpha_{29}$</td>
<td>$(D_{(-2,1,3)}, x_- x_-)$</td>
<td>4</td>
</tr>
<tr>
<td>$\alpha_{30}$</td>
<td>$(D_{(-2,2,2)}, x_- x_-)$</td>
<td>4</td>
</tr>
<tr>
<td>$\alpha_{31}$</td>
<td>$(D_{(-2,3,1)}, x_- x_-)$</td>
<td>4</td>
</tr>
</tbody>
</table>

A $p$ or $P$ (respectively either a $m$ or $M$). The boundary points of the 1-dimensional moduli spaces (which are listed in Figure 22) are labelled using this notation. The object of the flow category where the boundary breaks is highlighted in blue, and the value of the frame is highlighted in red.

To calculate the Steenrod square notice that the cocycle generating the non-trivial element in $H^2$ is the sum of all five objects of cohomological degree 2. Notice also that all objects of cohomological degree 4 are cohomologous, and every such object represents the non-trivial cohomology class in $H^4$.

We need to choose a topological boundary matching and we use the one highlighted in Figure 23. Notice in particular that there are three pairs of choices for $\eta_{16}$, and we have chosen a boundary-coherent matching of the two points corresponding to
\(\alpha_5\), one with a positive and the other with a negative (similarly for \(\alpha_7\)). According to these choices of topological boundary matchings, the Steenrod square can be computed using Proposition 5.4 in the following way. Let \(u \in H^2(\mathcal{C}; \mathbb{Z}/2)\) be the cohomology class represented by the cocycle \(c \in C^2(\mathcal{C}; \mathbb{Z}/2)\) given by

\[c = \alpha_4 + \alpha_5 + \alpha_6 + \alpha_7 + \alpha_9.\]

Following the construction explained in Section 5.1, \(\text{Sq}^2(u)\) is given by the sum of the values assigned to each framed circle \((K, \Phi)\) inside \(\partial C(z)\) for each \(z \in \left\{\alpha_{25}, \alpha_{26}, \alpha_{27}, \alpha_{28}, \alpha_{30}\right\}\). The computation of the Steenrod square is illustrated in Figure 24 and the individual components of the sum are listed below (where we count arrows in the clockwise direction and sum in the order corresponding to Proposition 5.4):

- The component from \(\partial C(\alpha_{25})\) is \(1 + 0 + 0 \equiv 0 \pmod{2}\) for the outside circle, and \(1 + 0 + 0 \equiv 1 \pmod{2}\) from the inside circle, giving a total of \(1 \pmod{2}\).
- The component from \(\partial C(\alpha_{26})\) is \(1 + 0 + 0 \equiv 1 \pmod{2}\).
- The component from \(\partial C(\alpha_{27})\) is \(1 + 3 + 2 \equiv 0 \pmod{2}\).
- The component from \(\partial C(\alpha_{28})\) is \(1 + 1 + 1 \equiv 1 \pmod{2}\).
- The component from \(\partial C(\alpha_{30})\) is \(1 + 0 + 1 \equiv 0 \pmod{2}\).

Thus giving a non-trivial Steenrod square \(\text{Sq}^2(u) = 1 \in H^4(\mathcal{C}; \mathbb{Z}/2)\).

6.2. **Computer calculations.** The following computer calculations have been performed utilizing the techniques of this paper. The programme together with documentation can be found at the address

http://www.maths.dur.ac.uk/~dma0ds/knotjob.html
\[
\begin{align*}
\mathcal{M}(\alpha_{25}, \alpha_{4}) &= \begin{pmatrix} \alpha_{11} & 0 & \alpha_{11} \\ p \cdot P & p \cdot M \\ \end{pmatrix} \\
\mathcal{M}(\alpha_{25}, \alpha_{5}) &= \begin{pmatrix} \alpha_{16} & 0 & \alpha_{16} \\ p \cdot P & m \cdot P \\ \end{pmatrix} \\
\mathcal{M}(\alpha_{25}, \alpha_{7}) &= \begin{pmatrix} \alpha_{11} & 0 & \alpha_{16} \\ p \cdot P & m \cdot P \\ \end{pmatrix} \quad \begin{pmatrix} \alpha_{11} & 0 & \alpha_{16} \\ p \cdot M & p \cdot P \\ \end{pmatrix} \\
\mathcal{M}(\alpha_{26}, \alpha_{6}) &= \begin{pmatrix} \alpha_{17} & 0 & \alpha_{17} \\ p \cdot P & m \cdot P \\ \end{pmatrix} \\
\mathcal{M}(\alpha_{27}, \alpha_{5}) &= \begin{pmatrix} \alpha_{16} & 0 & \alpha_{22} \\ p \cdot M & p \cdot P \\ \end{pmatrix} \quad \begin{pmatrix} \alpha_{16} & 1 & \alpha_{23} \\ m \cdot M & p \cdot M \\ \end{pmatrix} \\
\mathcal{M}(\alpha_{27}, \alpha_{7}) &= \begin{pmatrix} \alpha_{14} & 1 & \alpha_{16} \\ p \cdot M & m \cdot M \\ \end{pmatrix} \quad \begin{pmatrix} \alpha_{15} & 0 & \alpha_{16} \\ p \cdot P & p \cdot M \\ \end{pmatrix} \\
\mathcal{M}(\alpha_{27}, \alpha_{9}) &= \begin{pmatrix} \alpha_{14} & 1 & \alpha_{23} \\ m \cdot M & p \cdot M \\ \end{pmatrix} \quad \begin{pmatrix} \alpha_{15} & 0 & \alpha_{22} \\ p \cdot P & m \cdot P \\ \end{pmatrix} \\
\mathcal{M}(\alpha_{28}, \alpha_{6}) &= \begin{pmatrix} \alpha_{17} & 0 & \alpha_{20} \\ p \cdot M & p \cdot P \\ \end{pmatrix} \quad \begin{pmatrix} \alpha_{17} & 1 & \alpha_{21} \\ m \cdot M & p \cdot M \\ \end{pmatrix} \\
\mathcal{M}(\alpha_{28}, \alpha_{7}) &= \begin{pmatrix} \alpha_{14} & 0 & \alpha_{15} \\ p \cdot P & p \cdot M \\ \end{pmatrix} \\
\mathcal{M}(\alpha_{28}, \alpha_{9}) &= \begin{pmatrix} \alpha_{14} & 0 & \alpha_{21} \\ m \cdot P & m \cdot M \\ \end{pmatrix} \quad \begin{pmatrix} \alpha_{15} & 0 & \alpha_{20} \\ p \cdot M & p \cdot P \\ \end{pmatrix} \\
\mathcal{M}(\alpha_{30}, \alpha_{5}) &= \begin{pmatrix} \alpha_{22} & 0 & \alpha_{23} \\ p \cdot P & p \cdot M \\ \end{pmatrix} \\
\mathcal{M}(\alpha_{30}, \alpha_{6}) &= \begin{pmatrix} \alpha_{20} & 0 & \alpha_{21} \\ p \cdot P & p \cdot M \\ \end{pmatrix} \\
\mathcal{M}(\alpha_{30}, \alpha_{9}) &= \begin{pmatrix} \alpha_{20} & 0 & \alpha_{23} \\ p \cdot P & m \cdot M \\ \end{pmatrix} \quad \begin{pmatrix} \alpha_{21} & 0 & \alpha_{22} \\ m \cdot M & m \cdot P \\ \end{pmatrix}
\end{align*}
\]

**Figure 22.** 1-dimensional moduli spaces for $\mathcal{C}$. 
To describe the stable homotopy types that arise, we use a notation similar to the one used by Baues [Bau95] to describe the elementary Chang complexes. Let \( \eta: S^{n+1} \to S^n \) be the generator of \( \pi_{n+1}(S^n) \). We assume \( n \geq 3 \) here, but will de-suspend later to also allow any \( n \in \mathbb{Z} \). The CW-complex \( X(\eta) \) is obtained from \( S^n \) by attaching an \((n+2)\)-cell via \( \eta \). We now assume that \( p, q \geq 2 \) are powers of 2. Define \( X(p\eta) \) by attaching an \((n+1)\)-cell to \( S^n \) by a degree \( p \) map, and attaching an \((n+2)\)-cell via \( \eta \). Also define \( X(\eta q) \) by attaching an \((n+2)\)-cell to \( S^{n+1} \lor S^n \) using a degree \( q \) map to attach to \( S^{n+1} \), and \( \eta \) to attach to \( S^n \). Finally let \( X(p\eta q) \) be obtained by attaching an \((n+1)\)-cell to \( X(\eta q) \) using a degree \( p \) map.

To indicate the first non-trivial integral homology group, we use the notation

\[
X(\eta, n), X(p\eta, n), X(\eta q, n), X(p\eta q, n)
\]

for the elementary Chang complexes. Here we allow \( n \in \mathbb{Z} \) using appropriate de-suspension. To simplify comparison to [LS14b], note that

\[
X(\eta, 2) \simeq \mathbb{C}P^2
\]

\[
X(2\eta, 3) \simeq \mathbb{R}P^5/\mathbb{R}P^2
\]

\[
X(\eta 2, 2) \simeq \mathbb{R}P^4/\mathbb{R}P^1
\]

\[
X(2\eta 2, 2) \simeq \mathbb{R}P^2 \land \mathbb{R}P^2.
\]

In the following examples we write \( \mathcal{X}^n_j(D) \) to mean the quantum degree \( j \) summand of \( \mathfrak{s}_n \) stable homotopy type associated to the diagram \( D \).

**Example 6.1.** Consider the pretzel link \( P(-2, 2, 2) \), which is the only link with at most 6 crossings to have a Khovanov stable homotopy type that is not a wedge of Moore spaces (see [LS14b]). As this link has an obvious matched diagram, we can...
\begin{figure}
\centering
\begin{align*}
\partial C(\alpha_{25}) : \\
\partial C(\alpha_{26}) : \\
\partial C(\alpha_{27}) : \\
\partial C(\alpha_{28}) : \\
\partial C(\alpha_{30}) :
\end{align*}
\caption{Computation of the Steenrod square for \( C \).}
\end{figure}
obtain $\mathfrak{sl}_n$-calculations for $n \geq 3$. The integral $\mathfrak{sl}_3$-cohomology has been calculated by Lewark, and can be found at

http://lewark.de/lukas/foamho.html

The link is listed there as L06n001, and has several quantum degrees of cohomological width 3, and one, $q = -4$, of cohomological width 4. Steenrod square calculations show that there is a single non-trivial Steenrod square in quantum degree $-6$. As the cohomology is free abelian in this degree, this demonstrates that there is a $\mathbb{CP}^2$ summand in the wedge decomposition. More precisely, we have

$$X^3_{-6}(P) \simeq S^2 \vee S^2 \vee X(\eta, 0).$$

We note that no $\mathbb{CP}^2$ summand has yet been detected in the Lipshitz-Sarkar stable homotopy type, but this may well be due merely to a lack of computations so far.

The calculation only requires about 30 objects in the flow category, and we shall give a calculation along the lines of Section 6.1 in an forthcoming paper.

In all other quantum degrees the stable homotopy type is a wedge of Moore spaces. This includes $q = -4$, as width 4 is obtained via 3-torsion, which does not contribute to more complicated homotopy types by the classification result due to Baues and Hennes [BH91].

For $n = 4$ there are several non-trivial Steenrod squares, namely $St(0, q, 4) = (1, 0, 0, 0)$ for $q = -5, -7, -9$. This means there is a $X(\eta, 0)$ summand in quantum degrees $q = -5$ and $-7$ for width reasons. For $q = -9$ we cannot conclude this, as there is non-zero cohomology in cohomological degree 4 as well.

**Example 6.2.** Consider the pretzel link $P(2, -3, 5)$, which is 10$_{125}$ in the Rolfsen knot table. This knot is known to have a matched diagram, and one such diagram $D$ is given in Figure 25. The Khovanov cohomology of this knot is thin, so the stable homotopy type is necessarily a wedge of Moore spaces. The $\mathfrak{sl}_3$ Khovanov-Rozansky

![Figure 25. A matched diagram of $P(2, -3, 5)$.

cohomology has several quantum degrees which have potential non-trivial second Steenrod square, but calculations show that actually none of them are non-trivial.
The \( \mathfrak{sl}_4 \) Khovanov-Rozansky cohomology has non-trivial second Steenrod squares in quantum degrees \( q = -1, 1, 3 \). For \( q = 3 \) the cohomological width is 5, so we cannot identify the stable homotopy type with our current methods. Integral cohomology calculations show

\[
X^4_2(D) \simeq S^{-2} \vee S^{-1} \vee S^0 \vee S^0 \vee X(\eta, -2).
\]

For \( q = -1 \) the integral homology \( H_{-2}(X^4_2(D)) = \mathbb{Z} \oplus \mathbb{Z}/4 \) so determining the stable homotopy type requires calculation of a certain Bockstein homomorphism which has not been implemented yet. Cohomological width is 3 in this quantum degree.

**Example 6.3.** The knot diagram in Figure 26 was obtained by performing several Reidemeister moves on the torus knot \( T_{4,7} \). We do not reproduce these moves here, but the keen reader may use information and programmes on the Knot Atlas to verify at least that this knot has the same Khovanov cohomology as \( T_{4,7} \).

![Figure 26](image)

**Figure 26.** A glued diagram of \( T_{4,7} \) with ten elementary tangles.

Non-trivial second Steenrod squares occur in quantum degrees \( q = 23, 27, 29, 31, 33, 35, 37 \) and 39. From the Khovanov cohomology listed in the Knot Atlas and the action of the Steenrod algebra we obtain that

\[
\begin{align*}
X^2_{23}(T_{4,7}) &\simeq X(2\eta, 2) \\
X^2_{27}(T_{4,7}) &\simeq X(\eta, 5) \vee S^6 \\
X^2_{29}(T_{4,7}) &\simeq X(2\eta, 5) \vee S^7 \vee S^8 \\
X^2_{31}(T_{4,7}) &\simeq S^7 \vee M(\mathbb{Z}/4, 8) \vee X(2\eta, 8) \\
X^2_{33}(T_{4,7}) &\simeq S^9 \vee M(\mathbb{Z}/2, 9) \vee X(\eta, 9) \vee S^{10} \\
X^2_{35}(T_{4,7}) &\simeq X(2\eta, 9) \vee X(2\eta, 10) \vee S^{11} \\
X^2_{37}(T_{4,7}) &\simeq S^{11} \vee X(2\eta, 11) \\
X^2_{39}(T_{4,7}) &\simeq X(\eta, 12) \vee S^{13}.
\end{align*}
\]
Note that for $q = 37$ there is a summand previously undetected in the Lipshitz-Sarkar stable homotopy type. For $q = 29, 31$ and 35 we need to use the Classification Theorem of Baues and Hennes [BH91], see also [Bau95]. In particular [Bau95, Cor.11.18] lists all indecomposable $(n - 1)$-connected $(n + 3)$-dimensional homotopy types with cyclic integral homology groups. Together with the action of the Steenrod algebra we can identify the stable homotopy type in these cases. Note that for $q = 25$ we cannot identify the stable homotopy type from Steenrod square information alone.

**Example 6.4.** A similar calculation can be done for the torus knot $T_{4,5}$. We get non-trivial second Steenrod square in quantum degrees $q = 17, 21, 23, 25$. More precisely, the non-trivial part of the Lipshitz-Sarkar Steenrod link invariant $\text{St}(T_{4,5})$, see [LS14b, Def.4.3] is given by

\[
\begin{align*}
\text{St}(2, 17) &= (0, 1, 0, 0) \\
\text{St}(5, 21) &= (0, 0, 1, 0) \\
\text{St}(5, 23) &= (0, 0, 1, 0) \\
\text{St}(7, 25) &= (1, 0, 0, 0).
\end{align*}
\]

Together with the integral cohomology information and [Bau95, Cor.11.18] for $q = 23$ we get

\[
\begin{align*}
\mathcal{X}^{K^h}_{17}(T_{4,5}) &\simeq X(\eta, 2) \\
\mathcal{X}^{K^h}_{21}(T_{4,5}) &\simeq X(\eta 2, 5) \vee S^6 \\
\mathcal{X}^{K^h}_{23}(T_{4,5}) &\simeq X(\eta 2, 5) \vee S^7 \vee S^8 \\
\mathcal{X}^{K^h}_{25}(T_{4,5}) &\simeq X(\eta 4, 7).
\end{align*}
\]

Note that $q = 25$ is a stable homotopy type previously undetected. For $q = 19$ we cannot identify the stable homotopy type from Steenrod square information alone. In all other quantum degrees the stable homotopy type is a wedge of Moore spaces.
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