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ABSTRACT. Recently, Sarkar–Scaduto–Stoffregen constructed a stable homo-
topy type for odd Khovanov homology, hence obtaining an action of the Steen-
rod algebra on Khovanov homology with ℤ∕2ℤ coefficients. Motivated by their
construction we propose a way to compute the second Steenrod square. Our con-
struction is not unique, but we can show it to be a link invariant which gives rise
to a refinement of the Rasmussen s-invariant with ℤ∕2ℤ coefficients. We expect
it to be related to the second Steenrod square arising from the Sarkar–Scaduto–
Stoffregen construction.

1. INTRODUCTION

In [LS14a], Lipshitz and Sarkar constructed a stable homotopy type for Khovanov
homology based on the framed flow categories of [CJS95]. The advantage of this
construction is that they were able to make explicit calculations of the second Steen-
rod square [LS14c], thus showing that their construction carries more information
than the homology groups themselves.
But structural questions such as the behaviour of this homotopy type under split or
connected sums, or mirroring are not easily derived from this construction. How-
ever, in joint work with Lawson [LLS20] a new construction based on functors from
a cube category 2n to the Burnside category  (see Section 2.1 and 3.1 for the defi-
nitions) was developed, which was shown to be equivalent to the original, and could
be used to prove the structural conjectures of [LS14a].
This latter construction was further generalized in [SSS20] by Sarkar, Scaduto and
Stoffregen by allowing functors to a signed Burnside category � , which then re-
sulted in a stable homotopy type for odd Khovanov homology via a realization
construction.
It is worth pointing out that given a functor F ∶ 2n →  a framed flow category CF
is constructed in [LLS20] which gives rise to the original construction of [LS14a].
It is not obvious how to extend this construction to functors F� ∶ 2n → � , possibly
explaining the lack of computations for the odd homotopy type. Note that such
functors give rise to well defined cohomology groups H∗(F�;G) for any abelian
group G.
While we cannot construct a framed flow category CF� , we do succeed in con-
structing a weaker object, a framed 1-flow category. These objects carry enough
information to define a second Steenrod square. Our construction involves various
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choices, and it turns out that we cannot make it independent of all of them. We can
denote our first result as follows.

Proposition 1.1. Let F� ∶ 2n → � be a strictly unitary 2-functor and " ∈ ℤ∕2ℤ.
Then there exist linear maps

Sq2" ∶ H
i(F�;ℤ∕2ℤ)→ H i+2(F�;ℤ∕2ℤ),

which are non-zero in general, and can depend on ".

Given a link diagram D with n crossings, Sarkar–Scaduto–Stoffregen construct a
functor F jo ∶ 2n → � whose cohomology groups agree with odd Khovanov ho-
mology of the link in q-degree j. Applying Proposition 1.1 gives rise to two second
Steenrod squares on odd Khovanov homology. These operations do not depend on
the various choices, and are in fact link invariants.

Theorem 1.2. Let L be a link and " ∈ ℤ∕2ℤ. Then there exist link invariants

Sq2" ∶ Kh
i,j
o (L;ℤ∕2ℤ)→ Khi+2,jo (L;ℤ∕2ℤ)

which are non-trivial in general.

(1) The only knot with up to 8 crossings for which Sq20 is non-trivial is the torus
knot T (3, 4).

(2) The only knot with up to 8 crossings for which Sq21 is non-trivial is the
mirror of T (3, 4).

The subscript ‘o’, indicating odd Khovanov homology, can be dropped, since over
ℤ∕2ℤ coefficients the odd theory agrees with Khovanov’s original homology. In
particular, from Lipshitz and Sarkar’s original stable homotopy type we get another
second Steenrod square Sq2 which on all knots with up to 8 crossings is only non-
trivial on T (3, 4) and its mirror. We note that T (3, 4) and its mirror are the only
possible knots with up to 8 crossings for which a second Steenrod square can be
non-trivial. Calculations show that for knots which support Khovanov homology
that can have a non-trivial second Steenrod square, non-triviality is quite common.
From these first calculations we see that the three second Steenrod squares are all
different. Maybe more surprising is that the odd versions fail to satisfy a Spanier–
Whitehead duality for a link and its mirror that is present in the Lipshitz–Sarkar
stable homotopy type. Another immediate consequence of Theorem 1.2 is that our
second Steenrod squares do not split over reduced odd Khovanov homology.
There is also the second Steenrod square coming from the stable homotopy type
of [SSS20], and there is the natural question what its relation is to our Steenrod
squares. The behaviour of this Steenrod square is conjectured to split over the re-
duced theory [SSS20, Rm.5.7], and to satisfy the Spanier–Whitehead duality be-
tween a link and its mirror [SSS20, Qn.5]. Clearly at most one of our Steenrod
squares can agree with theirs, but understanding the relation more closely would
also shed more information on their general construction. We also note that their
constructions lead to potentially more than one stable homotopy type for the odd
theory, compare [SSS20, Rm.5.6]. Since we use the same functor from the cube
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category to the signed Burnside category as [SSS20], we believe that there should
be a relation.
One application of the stable homotopy type is to get refinements of the Rasmussen
invariant sF (K) [Ras10] for F a field. A construction for Khovanov homology was
given in [LS14b], and a version for odd Khovanov homology was established in
[SSS20, §5.6]. The definition carries over to our situation, and we obtain that the re-
sulting invariant sSq

2
"

± (K) is a concordance invariant. Our calculations show that this
invariant can differ from the Rasmussen invariant, similar to the results in [LS14b].

Theorem 1.3. Let K be the mirror of the knot 942. Then

sSq
2
0

+ (K) = 2,

while the Rasmussen invariant of this knot is 0.

Computer calculations show that sSq
2
0

± (K) = sSq
2

± (K) and sSq
2
1

± (K) = sF (K) for all
knots with up to 13 crossings, but this is no longer true for knots with 15 crossings
or more. However, computation times get very long for knots with 14 or more
crossings and we have not systematically examined them.
Acknowledgements. The author would like to thank Sucharit Sarkar for valuable
comments improving the presentation.

2. 1-FLOW CATEGORIES

Instead of flow categories, see [CJS95, LS14a], we are going to use a simplification.
The basic 1-flow category we will need is build over a cube. We now give several
constructions that will be needed.

2.1. The cube category. We begin with the cube category as defined in [LLS20].
For n a positive integer let 2n be the category with object set Ob(2n) = {0, 1}n.
To describe the morphisms, give {0, 1}n the partial order u = (u1,… , un) ≥ v =
(v1,… , vn) if and only if ui ≥ vi for all i = 1,… , n. The morphism sets are then
defined by

Hom2n(u, v) =
{

{�u,v} if u ≥ v
∅ otherwise

Here �u,v symbolizes the unique morphism for u ≥ v.
We call 2n the n-dimensional cube category. It carries a grading on objects given
by

|u| =
n
∑

i=1
ui.

For k a non-negative integer we write u ≥k v if u ≥ v and |u|− |v| = k. Given two
objects u,w with u ≥k w let Cu,w be the full sub-category of 2n with

Ob(Cu,w) = {v ∈ Ob(2
n) ∣ u ≥ v ≥ w},

which we call a k-dimensional sub-cube of 2n.
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We now get a cochain complex (C∗(2n;ℤ∕2ℤ), �), where Ck(2n;ℤ∕2ℤ) is the dual
of the ℤ∕2ℤ-vector space generated by the k-dimensional sub-cubes of 2n, and

�(C∗u,w) =
∑

[Cr,t ∶ Cu,w]C∗r,t,

where the sum is over the k + 1-dimensional sub-cubes, and [Cr,t ∶ Cu,w] = 1 if
Cu,w is a sub-category of Cr,t, and 0 otherwise. Note that C∗u,v is the dual of Cu,v.
This cochain complex can be identified with the CW-cochain complex of the n-
dimensional cube [0, 1]n with its usual CW-structure. In particular, the cohomology
groups for k ≥ 1 all vanish.

Definition 2.1. A sign assignment for 2n is a cochain s ∈ C1(2n;ℤ∕2ℤ) with the
property that �s(Cu,w) = 1 for every 2-dimensional sub-cube Cu,w. The standard
sign assignment s∗ ∈ C1(2n;ℤ∕2ℤ) is defined by

s∗(Cu,v) =
i−1
∑

j=1
vj mod 2,

where i ∈ {1,… , n} is the unique integer with vi < ui.

2.2. Framed 1-flow categories. These were introduced in [LOS20] as a simplifi-
cation of framed flow categories, which still carry enough information to define a
second Steenrod square.

Definition 2.2. A 1-flow category C consists of a finite set Ob(C ), a function
| ⋅ |∶ Ob(C ) → ℤ called the grading, and for each pair a, b ∈ Ob(C ) with |a| −
|b| = 1 or 2 a moduli space (a, b) which is a compact manifold of dimension
|a| − |b| − 1, satisfying the following

∙ Boundary Condition: If a, c ∈ Ob(C ) with |a|− |c| = 2, then the bound-
ary of(a, c) is given by

)(a, c) =
∐

b∈Ob(C ),|b|=|a|−1
(b, c) ×(a, b)

Given a 1-flow category and a, d ∈ Ob(C ) with |a|− |d| = 3 we define the bound-
ary of(a, d) as

)(a, d) =
∐

b∈Ob(C ),|b|=|a|−1
(b, d) ×(a, b)

∪
∐

c∈Ob(C ),|c|=|a|−2
(c, d) ×(a, c)

Notice that the two disjoint unions have a common subset, which is
∐

(b,c)∈Ob(C )×Ob(C )
|b|=|c|+1=|d|+2

(c, d) ×(b, c) ×(a, b)

It is easy to see that )(a, d) is a disjoint union of components which are homeo-
morphic to circles.
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We will use a subscriptC if we want to emphasize the dependence of the moduli
space on C in the presence of other 1-flow categories.

Definition 2.3. Let C be a 1-flow category. A sign assignment s for C is an
assignment s(P ) ∈ ℤ∕2ℤ for every point P in a 0-dimensional moduli space
(a, b) with the property that if (P1, Q1) ∈ (b1, c) ×(a, b1) and (P2, Q2) ∈
(b2, c) ×(a, b2) are the boundary of an interval component in(a, c), then

s(P1) + s(Q1) + s(P2) + s(Q2) = 1.

For objects a, b ∈ Ob(C ) with |a| = |b| + 1 we define [a ∶ b] ∈ ℤ as

[a ∶ b] =
∑

A∈(a,b)
(−1)s(A).

A pre-framing f of C is an assignment f (C) ∈ ℤ∕2ℤ for every component C ⊂
(a, c) of a 1-dimensional moduli space.

Again we may write [a ∶ b]C in the presence of other 1-flow categories.
A 1-flow category together with a sign assignment s gives rise to a cochain complex
C∗(C ) where each Ck(C ) is the free abelian group generated by objects a with
|a| = k, and the coboundary is given by

�(b) =
∑

a∈Ob(C ),|a|=|b|+1
[a ∶ b]a.

We can think of a sign assignment as a framing of the 0-dimensional moduli spaces,
with 0 corresponding to a positive framing, and 1 to a negative framing. If we
embed a 1-dimensional closed manifold into an at least 4-dimensional Euclidean
space, each component can have two different framings up to framed cobordism.
Similarly, if we embed an interval into a half-Euclidean space of high enough di-
mension with a fixed framing on the boundary, we can get two different framings
up to framed cobordism relative to the boundary. We thus think of a pre-framing
as a choice of framing of the components of the 1-dimensional moduli spaces. In
order for this to be useful, we need to add a condition.
Let C be a component in )(a, d). If C is a circle, which is either of the form
{P } × S1 ⊂(c, d) ×(a, c) or S1 × {Q} ⊂(b, d) ×(a, b), we define

f̃ (C) = 1 + f (S1) ∈ ℤ∕2ℤ,
where f (S1) is the framing value of the circle. IfC is a union of intervals {P }×J ⊂
(c, d) ×(a, c) and I × {Q} ⊂(b, d) ×(a, b), we define

f̃ (C) =
∑

I×{Q}
f (I) +

∑

{P }×J
(1 + s(P ) + f (J )) ∈ ℤ∕2ℤ

where the first sum is over all intervals of the form I × {Q} ⊂ C and the second
sum over all intervals of the form {P } × J .

Definition 2.4. LetC be a 1-flow category, s a sign assignment and f a pre-framing
of C . Then (C , s, f ) is called a framed 1-flow category, if the following compati-
bility condition is satisfied for f .
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∙ Let a, d ∈ Ob(C ) satisfy |a| = |d| + 3. Then
∑

C
(1 + f̃ (C)) = 0 ∈ ℤ∕2ℤ

where the sum is taken over all components in )(a, d).
If f satisfies the condition with respect to s, we call f a framing of C , or a frame
assignment for C .

Remark 2.5. The sign and frame assignments can be used to turn the 0- and 1-
dimensional moduli spaces into framed manifolds. These framings then induce a
framing on )(a, d), which is topologically the disjoint union of finitely many
circles. The compatibility condition ensures this framing is framed null-cobordant.
For cube 1-flow categories this is implicit in the proof of [LS14c, Lm.3.5], but the
general case is similar. Compare also [LOS20].

Example 2.6. For n a positive integer define the n-dimensional cube 1-flow cate-
gory C (n) as follows. The object set is given by {0, 1}n with grading

|(u1,… , un)| =
n
∑

i=1
ui.

Notice that the object set and grading agree with those for 2n. We can now define
the 0-dimensional moduli spaces as

C (n)(u, v) =
{

{Cu,v} if u ≥1 v
∅ otherwise

If u ≥2 w, there exist exactly two objects v1, v2 with u ≥1 vi ≥1 w, and we define
the 1-dimensional moduli spaceC (n)(u,w) to be a compact interval between the
points (Cv1,w, Cu,v1) and (Cv2,w, Cu,v2). All other 1-dimensional moduli spaces are
empty.

Any sign assignment for 2n also defines a sign assignment for C (n). In particular,
we have the standard sign assignment s∗. Notice that a pre-framing for C (n) can be
interpreted as a cochain f ∈ C2(2n;ℤ∕2ℤ).

Definition 2.7. The standard frame assignment f ∗ ∈ C2(2n;ℤ∕2ℤ) is defined by
f ∗(Cu,w) = (w1 +⋯ +wi−1) ⋅ (wi+1 +⋯ +wj−1),

where i < j are the unique integers with wi < ui and wj < uj .

Lemma 2.8. The standard frame assignment f ∗ and the standard sign assignment
s∗ turn (C (n), s∗, f ∗) into a framed 1-flow category.

Proof. We need to check that the compatibility condition is satisfied for any objects
u, x with |u| = |x| + 3. Given a 2-dimensional sub-cube Cu,w and integers i < j
with wi < ui and wj < uj write

a = w1 +⋯ +wi−1 and b = w1 +⋯ +wj−1,

with a, b ∈ ℤ∕2ℤ. Since wi = 0 we get f ∗(Cu,w) = a(a + b).
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Now let Cu,x be a 3-dimensional sub-cube of 2n, which spans a sub-1-flow category
that we can visualize as follows.

x

w1

w2

w3

v1

v2

v3

u

a

b

c

a
c + 1

b + 1

c + 1

a

b

c

b + 1

a

Notice that since we use the standard sign assignment, all edges moving from the
lower left to the upper right are labelled with a, while all the edges moving from
the upper left to the lower right are labelled with c, with an additional +1 or +2
depending on their level of grading. The horizontal edges only get a +1 if the first
edge (labelled with a) preceded it.
We get that )C (n)(u, x) is a hexagon C with three intervals I × {Q} of the form
C (n)(vm, x) ×C (n)(u, vm), together with three intervals {P } × J of the form
C (n)(wm, x) ×C (n)(u,wm).
The contributions to f̃ ∗(C) are

a(a + b) + a(a + c) + b(b + c) ∈ ℤ∕2ℤ

from the intervals I × {Q}, and

1 + a + b + c + (b + 1)(b + c) + a(a + c + 1) + a(a + b) ∈ ℤ∕2ℤ

from the intervals {P } × J . Expanding out and adding the two lines shows that
f̃ ∗(C) = 1, so the compatibility condition is satisfied. �

Wewill need to look at sign and frame assignments which are not the standard ones.
To begin with, assume that s and s′ are sign assignments for C (n). Also, assume
that f is a pre-framing so that (C (n), s, f ) is framed. We want to get a pre-framing
f ′ so that (C (n), s′, f ′) is framed.
Given a 2-dimensional sub-cubeCu,w, there exist two objects v1, v2 with u ≥1 vi ≥1
w. We can visualize the cube as

w

v1

v2

u
a

b

d

c

Here a, b, c, d ∈ ℤ∕2ℤ are the values of s on the respective edges. In particular,
a + b + c + d = 1. Let us denote the values of s′ on these edges as a′, b′, c′, d′ ∈
ℤ∕2ℤ. Since a′+ b′+ c′+d′ = 1, we have an even number of differences for s and
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s′ on the four edges in Cu,w. With �, " ∈ ℤ∕2ℤ we now define a new pre-framing
f ′�," by

f ′�,"(Cu,w) =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

f (Cu,w) if a = a′, b = b′, c = c′, d = d′

f (Cu,w) + 1 if a ≠ a′, b ≠ b′, c = c′, d = d′

f (Cu,w) + c + d if a = a′, b = b′, c ≠ c′, d ≠ d′

f (Cu,w) + � + a if a ≠ a′, b = b′, c = c′, d ≠ d′

f (Cu,w) + � + b if a = a′, b ≠ b′, c ≠ c′, d = d′

f (Cu,w) + � + " + b if a ≠ a′, b = b′, c ≠ c′, d = d′

f (Cu,w) + � + " + a if a = a′, b ≠ b′, c = c′, d ≠ d′

f (Cu,w) + a + b if a ≠ a′, b ≠ b′, c ≠ c′, d ≠ d′

(1)

Before we show that this gives a framing for (C (n), s′), let us take a closer look
at (1). By interpreting s and s′ as cochains in C1(2n;ℤ∕2ℤ) we see that s + s′
is a cocycle, and hence a coboundary. Furthermore, if x is an object in C (n), the
coboundary �(x) is non-zero exactly at every edge containing x.
So the various cases in (1) can be thought of as coming from changes in the sign
assignment by �(x) with x a linear combination ofw, v1, v2, u. If s+ s′ = �(w), we
get a ≠ a′, b ≠ b′, c = c′, d = d′, and we are in the case of the second line of (1).
Similarly, the lines three to five come from �(u), �(v1), �(v2) respectively. The last
line can be obtained from �(w) + �(u), or from �(v1) + �(v2), but both lead to the
same value for f ′.
For lines six and seven there is an ambiguity. Notice that a ≠ a′, b = b′, c ≠ c′, d =
d′ can be obtained from �(w)+�(v2). If we first change via �(w), the framing value
changes by 1, and if we then change via �(v2) we change the framing by another
� + b + 1. Notice that the edge Cv2,w had sign b + 1 after the change via �(w). In
total, the framing value changed by �+ b, which is what is recorded in line six with
" = 0. However, if we first change via �(v2), the framing value changes by � + b,
and after the change via �(w) we add another 1 to get a total change by � + 1 + b,
which is line six with " = 1.
Similarly, we can get a ≠ a′, b = b′, c ≠ c′, d = d′ from �(v1) + �(u), and we
have a similar behavior in that first changing via �(v1) and then via �(u) leads to a
frame change by � + b, while doing it in the other order leads to a frame change by
� + 1 + b.
We resolve this ambiguity by noticing that changes via �(x) for various objects
x in increasing homological grading lead to the formula in (1) with " = 0, while
changing in decreasing order leads to the formula with " = 1. With this convention,
lines six and seven are also implied by lines two to five. Note that line one can be
achieved from �(w)+�(v1)+�(v2)+�(u), but if we make four changes in increasing
homological order we also get no total change in framing.
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Lemma 2.9. If (C (n), s, f ) is framed and �, " ∈ ℤ∕2ℤ, then (C (n), s′, f ′�,") with
f ′�," given by (1) is framed.

Proof. Wewill simply write f ′ for f ′�,". After the above discussion it is now enough
to assume that s + s′ = �(x) for exactly one object x. Consider a 3-dimensional
sub-cube Cu,x whose sub-1-flow category is given by

x

w1

w2

w3

v1

v2

v3

u

Since the compatibility condition is satisfied for the corresponding hexagon, we
have

0 = s(Cw1,x) + s(Cw2,x) + s(Cw3,x)
+ f (Cv1,x) + f (Cv2,x) + f (Cv3,x) + f (Cu,w1) + f (Cu,w2) + f (Cu,w3).

We now need to consider the eight cases arising by changing the sign assignment
via the coboundary of an object which is part of the cube, and check that the com-
patibility condition is still satisfied. There are four main cases, with two having
very similar sub-cases.
If we change the sign assignment by �(x), we get

s′(Cw1,x) + s
′(Cw2,x) + s

′(Cw3,x) = s(Cw1,x) + 1 + s(Cw2,x) + 1 + s(Cw3,x) + 1,

and

f ′(Cv1,x) + f
′(Cv2,x) + f

′(Cv3,x) = f (Cv1,x) + 1 + f (Cv2,x) + 1 + f (Cv3,x) + 1.

The other 2-dimensional sub-cubes are not changing frame, so the total change is
0, and the compatibility condition is still satisfied.
If we change the sign assignment by �(w1), we get

s′(Cw1,x) + s
′(Cw2,x) + s

′(Cw3,x) = s(Cw1,x) + 1 + s(Cw2,x) + s(Cw3,x),

while the three sub-cubes that change their framing do this as follows.

f ′(Cv1,x) + f
′(Cv2,x) + f

′(Cu,w3) =
f (Cv1,x) + � + s(Cw1,x) + f (Cv2,x) + � + s(Cw1,x) + f (Cu,w3) + 1.

Again, the changes cancel each other out and we still have the compatibility condi-
tion.
Changing via �(w2) and �(w3) is practically the same.
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If we change via �(v1), the signs of the first three edges no longer change, and we
only need to look at what happens to the three involved 2-dimensional sub-cubes.
Then we get

f ′(Cv1,x) + f
′(Cu,w1) + f

′(Cu,w2) = f (Cv1,x) + s(Cv1,w1) + s(Cv1,w2)+
f (Cu,w1) + � + s(Cv1,w1) + f (Cu,w2) + � + s(Cv1,w2).

In particular, the contribution does not change.
Finally, consider the change via �(u). Again, the signs of the first three edges do
not change, and we only need to check that the contribution of the three affected
2-dimensional sub-cubes does not change. Here we have

f ′(Cu,w1) + f
′(Cu,w2) + f

′(Cu,w3) = f (Cu,w1) + s(Cu,v1) + s(Cu,v2)+
f (Cu,w2) + s(Cu,v1) + s(Cu,v3) + f (Cu,w3) + s(Cu,v2) + s(Cu,v3).

Again, all changes cancel each other, and the compatibility condition remains sat-
isfied. �

If we interpret a pre-framing f on C (n) as a cochain f ∈ C2(2n;ℤ∕2ℤ), the com-
patibility condition can be expressed as

�(f )(Cu,x) = s(Cw1,x) + s(Cw2,x) + s(Cw3,x),

for all 3-dimensional sub-cubes Cu,x, with Cwi,x the obvious edges, and s a sign-
assignment.
In particular, if f, f ′ are framings for (C (n), s), we get that f + f ′ is a cocycle,
hence a coboundary. Let us record this for future reference.

Lemma 2.10. Let (C (n), s, f ) and C (n), s, f ′) be framed. Then there exists a
cochain g ∈ C1(2n;ℤ∕2ℤ)with f+f ′ = �(g). Furthermore, adding a coboundary
to a frame assignment gives another frame assignment. �

2.3. The second Steenrod Square of a framed 1-flow category. Framed 1-flow
categories carry enough information to define an operator on cohomology with
ℤ∕2ℤ coefficients that we call the second Steenrod Square, since if the framed
1-flow category comes from a framed flow category, the operator agrees with the
second Steenrod Square of the corresponding stable homotopy type.
To define this operator, assume that (C , s, f ) is a framed 1-flow category, and ' ∈
Ck(C ;ℤ∕2ℤ) is a cocycle. Let c1,… , cn ∈ Ob(C ) be the objects with |ci| = k and
'(ci) = 1 ∈ ℤ∕2ℤ for all i ∈ {1,… , n}.
Now let b1,… , bm ∈ Ob(C ) be those objects with |bj| = k + 1 and (bj , ci)
non-empty for some i. Consider the disjoint union

(bj , ') =
n
∐

i=1
(bj , ci),

which is a non-empty set with an even number of elements, since ' is a cocycle.
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Definition 2.11. Let (C , s, f ) be a framed 1-flow category and ' ∈ Ck(C ;ℤ∕2ℤ)
be a cocycle. Writing b1,… bm as above we may choose a partition of the elements
of (bj , ') into ordered pairs. If we make this choice for each j = 1,… , m, the
overall choice is called a combinatorial boundary matching  for '.

Definition 2.12. A special graph structure Γ = Γ(V ,E,E′, E′′, L, s, f ) consists
of a set of vertices V , a function s∶ V → ℤ∕2ℤ, a set of edges E, a subset E′ ⊂ E
together with a function f ∶ E′ → ℤ∕2ℤ, a subset E′′ ⊂ E −E′ of directed edges,
and a set of loops L. All sets are finite. The following conditions are satisfied:

(1) Each vertex is contained in at least one edge, and in at most two edges. We
denote the set of vertices contained in only one edge by )V and call these
the boundary points.

(2) If v ∈ )V , then the unique edge e(v) with v ∈ e(v) satisfies e(v) ∈ E′.
(3) If v ∈ V − )V , then there is an edge e1 ∈ E′ with v ∈ e1, and an edge

e2 ∈ E − E′ with v ∈ e2.
(4) If e ∈ E′ and e = {v1, v2}, then s(v1) ≠ s(v2).
(5) If e ∈ E − E′ and e = {v1, v2}, then s(v1) = s(v2) if and only if e ∈ E′′.

The edges E determine an equivalence relation on the vertex set V in the obvious
way. By condition (1) the edges in an equivalence class either form an interval or
a circle. The set of equivalence classes under this relation, taken together with the
set L of loops, forms the set of components of Γ.

Notice that L is a set independent from possible circles made from edges in E.

Example 2.13. Let (C , s, f ) be a framed 1-flow. category, ' ∈ Ck(C ;ℤ∕2ℤ) a co-
cycle, and  a combinatorial boundary matching for '. Let c1,… , cn, b1,… , bm ∈
Ob(C ) be as above.
Given a ∈ Ob(C ) with |a| = k + 2, define a special graph structure Γ(a, ') as
follows. The vertex set V is the disjoint union

V =
∐

i,j
(bj , ci) ×(a, bj),

and s∶ V → ℤ∕2ℤ is given by s(B,A) = s(B) + s(A) with the latter s the sign
assignment of C . Each interval component I ⊂(a, ci) defines an edge eI ∈ E′,
with f ∶ E′ → ℤ∕2ℤ determined by the framing of C . Each circle component
C ⊂(a, ci) with f (C) = 0 defines a loop in L.
The remaining edgesE−E′ are determined by . If (B1, B2) ∈ , there is a unique
j with B1, B2 ∈ (bj , '). For A ∈ (a, bj) we now get an edge e ∈ E − E′
between (B1, A) and (B2, A). If s(B1) = s(B2), then e ∈ E′′, and the direction is
from (B1, A) to (B2, A), that is, the direction is inherited from .
Notice that )V = ∅.

Definition 2.14. Let Γ = Γ(V ,E,E′, E′′, L, s, f ) be a special graph structure. For
a circle component C of Γ which contains a vertex, let F (C) be the sum of the
framing values f (e′)where e′ ∈ E′ is in C . Also, letD(C) ∈ ℤ∕2ℤ be the number
of oriented edges in C which point in a chosen given direction.



12 DIRK SCHÜTZ

It is shown in [LOS20, Lm.3.10] that D(C) does not depend on the direction.

Definition 2.15. Let (C , s, f ) be a framed 1-flow category and ' ∈ Ck(C ;ℤ∕2ℤ)
a cocycle. Then define a cochain sq' ∶ Ck+2(C ;ℤ∕2ℤ)→ ℤ∕2ℤ by

sq'(a) ∶= |L| +
∑

C
(1 + F (C) +D(C)) ∈ ℤ∕2ℤ,

where L is the loop set of Γ(a, ') and the sum is taken over all components C
of Γ(a, ') containing a vertex. Here Γ(a, ') is the special graph structure from
Example 2.13.

By [LOS20, Thm.3.13] sq' is a cocycle whose cohomology class does not depend
on the combinatorial matching, and there is a linear map

Sq2 ∶ Hk(C ;ℤ∕2ℤ)→ Hk+2(C ;ℤ∕2ℤ); z↦ [sq'],

where ' is any choice of cocycle representing the cohomology class z.

2.4. Short exact sequences of 1-flow categories. Weneed a bit of functoriality for
the Sq2-operator. It will be enough to look at sub- and quotient 1-flow categories.

Definition 2.16. Let C and C ′ be 1-flow categories, and assume that Ob(C ′) ⊂
Ob(C ), with | ⋅ |C ′ the restriction of | ⋅ |C . We call C ′ a full subcategory of C , if
C ′(a, b) =C (a, b) for all a, b ∈ Ob(C ′). If C ,C ′ are framed, we also require
the sign and framing assignment of C ′ to be restriction.

The next definition is the 1-flow category version of [LS14a, Def.3.31].

Definition 2.17. LetC ′ be a full subcategory of the 1-flow categoryC . We say that
C ′ is a downward closed subcategory (respectively, an upward closed subcategory)
of C , if for all x, y ∈ Ob(C ) with C (x, y) ≠ ∅, x ∈ Ob(C ′) implies y ∈ Ob(C ′)
(respectively, y ∈ Ob(C ′) implies x ∈ Ob(C ′)).

Let C be a 1-flow category, and C ′ a downward closed subcategory. Define C ′′ by
Ob(C ′′) = Ob(C )−Ob(C ′), and if x, y ∈ Ob(C ′′), letC ′′(x, y) =C (x, y). All
other functions (grading, sign and framing (ifC is framed)) are given by restriction.
It is then easy to see that C ′′ is an upward closed subcategory of C .
Similarly, if C ′′ is an upward closed subcategory of C , we can define a downward
closed subcategory C ′ in the same way.

Definition 2.18. Let C be a 1-flow category, and C ′,C ′′ full subcategories with
Ob(C ′) ⊔ Ob(C ′′) = Ob(C ). If C ′ is downward closed and C ′′ upward closed in
C , we write

0⟶ C ′ ⟶ C ⟶ C ′′ ⟶ 0

and call this a short exact sequence of 1-flow categories.
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If C is framed, so are C ′ and C ′′, and we get a short exact sequence of the corre-
sponding chain complexes. In particular, there is a long exact sequence of coho-
mology groups

⋯⟶ Hk−1(C ′;ℤ∕2ℤ)
�∗
⟶

Hk(C ′′;ℤ∕2ℤ)
p∗
⟶ Hk(C ;ℤ∕2ℤ)

i∗
⟶ Hk(C ′′;ℤ∕2ℤ)⟶⋯

Lemma 2.19. Let
0⟶ C ′ ⟶ C ⟶ C ′′ ⟶ 0

be a short exact sequence of framed 1-flow categories. Then

p∗◦Sq2 = Sq2 ◦p∗ ∶ Hk(C ′′;ℤ∕2ℤ)→ Hk+2(C ;ℤ∕2ℤ),

and
i∗◦Sq2 = Sq2 ◦i∗ ∶ Hk(C ;ℤ∕2ℤ)→ Hk+2(C ′;ℤ∕2ℤ),

for all k ∈ ℤ.

Proof. Let ' ∈ Ck(C ′′;ℤ∕2ℤ) be a cocycle, and  a combinatorial boundary
matching for '. Denote c1,… , cn ∈ Ob(C ′′) the objects with '(ci) = 1. Let
b1,… , bm ∈ Ob(C ′′) be the objects with C ′′(bj , ci) ≠ ∕emptyset. We have
Ob(C ′′) ⊂ Ob(C ), and the c1,… , cn are exactly the objects c in Ob(C ) with
p∗'(c) = 1. Furthermore, sinceC ′′ is upward closed, there are no other b ∈ Ob(C )
with C (b, cj) ≠ ∅. Hence  also works as a combinatorial boundary matching
for p∗'.
If a ∈ Ob(C ), we either have a ∈ Ob(C ′) or a ∈ Ob(C ′′). In the first case the spe-
cial graph structure Γ(a, p∗') from Example 2.13 is empty, as eachC (a, ci) = ∅.
If a ∈ Ob(C ′′), then Γ(a, ') agrees with Γ(a, p∗'), and therefore sq'(a) =
sqp∗'(a) for these a. Hence sqp∗' = p∗ sq', and Sq2 commutes with p∗.
The case for i∗ is similar, and will be omitted. �

To see that Sq2 also commutes with the connecting homomorphism, let us first
introduce a mapping cone 1-flow category.
Let C ′ be a downward closed subcategory of the framed 1-flow category C . Let
ℭCi be the following 1-flow category. We set Ob(ℭCi) = Ob(C ) ⊔ Ob(C ′). Since
a ∈ Ob(C ′) ⊂ Ob(C ) appears twice in Ob(ℭCi), let us write ā ∈ Ob(ℭCi) if we
mean it to be in the second copy, and a ∈ Ob(ℭCi) if we mean it to be in the first
copy.
The grading is given by |a|ℭCi = |a|C for a ∈ Ob(C ), and for a ∈ Ob(C ′) we set
|ā|ℭC i

= |a|C ′ + 1.
For a, b ∈ Ob(C ), let

ℭCi(a, b) =C (a, b),
and for a, b ∈ Ob(C ′) let

ℭCi(ā, b̄) =C ′(a, b).
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If a ∈ Ob(C ′), let
ℭCi(ā, a) = {Pa},

a one-element set. Also, if a, b ∈ Ob(C ′) with |a| = |b| + 1, let

ℭCi(ā, b) =′
C (a, b) × I.

If A ∈C ′(a, b) we write IA for the interval {A}× I , and we stipulate that )IA =
{(Pb, A), (A, Pa)}. It is easy to see that ℭCi is a 1-flow category.
If (C , s, f ) is framed, we can frameℭCi as follows. ForℭCi(a, b) andℭCi(ā, b̄)
we use the same signs and framing as in C . For Pa ∈ℭCi(ā, a) we set

s(Pa) = |a|C ′ ,

and for A ∈C ′(a, b) we set

f (IA) = s(A) ⋅ (|b|C ′ + s(A)) ∈ ℤ∕2ℤ.

Lemma 2.20. The 1-flow category ℭCi together with s and f is framed.

Proof. It is easy to see that s is indeed a sign assignment. To see that f is a framing,
we only need to consider the case of a, c ∈ Ob(C ′) with |a| = |c| + 2. Each
circle component C ⊂ C ′(a, c) leads to two circles {Pc} × C and C × {Pa} in
)ℭCi(ā, c) whose framing contributions cancel each other.
If I is an interval in C ′(a, c) with boundary points (Bj , Aj) ∈ C ′(bj , c) ×
C ′(a, bj) for j = 1, 2, the following six intervals form a hexagon in )ℭCi(ā, c):

{Pc} × I with boundary (Pc , B1, A1), (Pc , B2, A2)
IB2 × {A2} with boundary (Pc , B2, A2), (B2, Pb2 , A2)
{B2} × IA2 with boundary (B2, Pb2 , A2), (B2, A2, Pa)
I × {Pa} with boundary (B2, A2, Pa), (B1, A1, Pa)

{B1} × IA1 with boundary (B1, A1, Pa), (B1, Pb1 , A1)
IB1 × {A1} with boundary (B1, Pb1 , A1), (Pc , B1, A1)

The framing values are given by

f (IB2) = s(B2)(|c| + s(B2))
f (IA2) = s(A2)(|b2| + s(A2))
f (IB1) = s(B1)(|c| + s(B1))
f (IA1) = s(A1)(|b1| + s(A1)).

We also get twice f (I), but this will cancel. To satisfy the compatibility condition,
we need

s(Pc) + s(B1) + s(B2) + f (IA1) + f (IA2) + f (IB1) + f (IB2) = 0.
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Using that s(Pc) = |c| = |bj| + 1 ∈ ℤ∕2ℤ, we have
2
∑

j=1
f (IAj ) + f (IBj ) =

2
∑

j=1
s(Aj)(|c| + 1 + s(Aj)) + s(Bj)(|c| + s(Bj))

= |c| ⋅ (s(A1) + s(A2) + s(B1) + s(B2)) + s(B1) + s(B2)
= |c| + s(B1) + s(B2),

since s is a sign assignment and u(1 + u) = 0 for all u ∈ ℤ∕2ℤ. Therefore each
component of )ℭCi(ā, c) satisfies the compatibility condition, and f is a framing
for ℭCi. �

We call ℭCi the mapping cone of the inclusion i∶ C ′ → C . It is easy to see that
we have a short exact sequence of 1-flow categories

0⟶ C ⟶ ℭCi ⟶ SC ′ ⟶ 0

whereSC ′ is the suspension of C ′, a 1-flow category which agrees with C ′ except
that for a ∈ Ob(SC ′) = Ob(C ′) we have |a|SC ′ = |a|C ′ + 1.
If C ′′ is the upward closed subcategory of C fitting into a short exact sequence

0⟶ C ′ ⟶ C ⟶ C ′′ ⟶ 0,

it follows from standard homological algebra that for any abelian group G
Hk(ℭCi;G) ≅ Hk(C ′′;G),

and the connecting homomorphism �∗ ∶ Hk(C ′;G)→ Hk+1(C ′′;G) agrees with

Hk(C ′;G) ≅ Hk+1(SC ′;G)
p∗
⟶ Hk+1(ℭCi;G) ≅ Hk+1(C ′′;G).

From Lemma 2.19 we get naturality of Sq2 with the connecting homomorphism.

Lemma 2.21. Let
0⟶ C ′ ⟶ C ⟶ C ′′ ⟶ 0

be a short exact sequence of framed 1-flow categories. Then

�∗◦Sq2 = Sq2 ◦�∗ ∶ Hk−1(C ′;ℤ∕2ℤ)→ Hk+2(C ′′;ℤ∕2ℤ),
for all k ∈ ℤ. �

2.5. Signed covers of the cube 1-flow category. We continue our analogous con-
structions for 1-flow categories from [LS14a] by looking at covers. We will only
consider covers over the cube 1-flow category, but we generalize those by allowing
more flexibility with signs.

Definition 2.22. Denote by (C (n), s, f ) the cube 1-flow category with a chosen
sign and frame assignment. Also, let �, " ∈ ℤ∕2ℤ. A framed 1-flow category
(C , sC , fC ) is called a signed cover of type (�, ") of (C (n), s, f ), if there is a grading
preserving function ℎ∶ Ob(C )→ Ob(C (n)) such that the following hold:

(a) For all objects a, b ∈ Ob(C ) with |a| = |b| + 1 there is a covering map
ℎ0 ∶ C (a, b)→ C (n)(ℎ(a), ℎ(b)).
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(b) For all objects a, c ∈ Ob(C ) with |a| = |c| + 2 there is a covering map
ℎ1 ∶ C (a, c)→ C (n)(ℎ(a), ℎ(c)) such that

C (a, c) C (n)(ℎ(a), ℎ(c))

⋃

bC (b, c) ×C (a, b)
⋃

vC (n)(v, ℎ(c)) ×C (n)(ℎ(a), v)
ℎ0 × ℎ0

ℎ1

commutes.
(c) For all objects a, d ∈ Ob(C ) with |a| = |d| + 3 the induced map

ℎ∗ ∶ )C (a, d)→ )C (n)(ℎ(a), ℎ(d))

is a trivial covering map.
(d) For each interval component I ⊂ C (a, c) the framing value fC (I) is

obtained from f (ℎ1(I)) via (1).

The sign and framing are only used in part (d), and fC is uniquely determined by
(d). In fact, given a sign assignment sC we can use (1) to define a pre-framing, and
this pre-framing is automatically a framing:

Lemma 2.23. Let (C (n), s, f ) be a framed cube 1-flow category, and (C , sC ) a
1-flow category with sign assignment sC and ℎ∶ Ob(C ) → Ob(C (n)) a grading
preserving function such that (a), (b), (c) in Definition 2.22 are satisfied. The pre-
framing fC obtained via (1) to satisfy (d) turns (C , sC , fC ) into a framed 1-flow
category which is a signed cover of (C (n), s, f ).

Proof. We need to check the compatibility condition. From the definition it follows
that any component C in )C (a, d), where |a| = |d|+3, is a hexagon. Furthermore,
there exist bi, ci ∈ Ob(C ), Ci ∈ C (ci, d), Ai ∈ (a, bi), and Bji ∈ C (bi, cj)
for i, j ∈ {1, 2, 3} with j ≠ i, such that we have a sub-cube 

d

c1

c2

c3

b3

b2

b1

a

C 1

C2

C
3

B 2,3

B
2,1

B1,3

B
1,2

B 3,2

B3,1

A
3

A2

A 1

covering a 3-dimensional sub-cube Cu,x ofC (n). The sign assignment sC restricted
to  induces a sign assignment s′ on Cu,x. The framing values for the intervals in
 are obtained via (1) and the change of signs on Cu,x from s to s′. By Lemma 2.9
the component C contributes 0 to the compatibility condition. �
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3. THE SIGNED BURNSIDE CATEGORY

In order to define a stable homotopy type for odd Khovanov homology, Sarkar–
Scaduto–Stoffregen [SSS20] introduced the signed Burnside category. We are go-
ing to recall their definition.

3.1. The definition of the signed Burnside category. Let X and Y be finite sets.
A signed correspondence betweenX and Y is a tuple (A, sA, tA, �A) with A a finite
set and functions sA ∶ A → X, tA ∶ A → Y and �A ∶ A → ℤ∕2ℤ. The function
�A is called the sign of the signed correspondence. Notice that in [SSS20] the
codomain for �A is {±1}.
To simplify notation we will often suppress the functions and denote a signed cor-
respondence by the set A only. If A is a signed correspondence fromX to Y and B
a signed correspondence from Y to Z, their composition B◦A is the signed corre-
spondence (C, s, t, �) given by

C = B ×Y A = {(b, a) ∈ B × A ∣ tA(a) = sB(b)},

with s(b, a) = sA(a), t(b, a) = tB(b) and �(b, a) = �B(b) + �A(a).
The identity correspondence is given by (X, idX , idX , �0) where �0 ∶ X → ℤ∕2ℤ
is the constant function �0(x) = 0.
Given two signed correspondences A,B between X and Y , a map of signed cor-
respondences f ∶ A → B is a bijection of sets f ∶ A → B with sA = sB◦f ,
tA = tB◦f and �A = �B◦f .

Definition 3.1. The signed Burnside category � is the weak 2-category whose
objects are finite sets, morphisms are given by signed correspondences, and 2-
morphisms are given by maps of signed correspondences.

Notice that composition of morphisms is not strictly associative, and composition
by the identity correspondence does not fix a signed correspondence. For this rea-
son we resort to weak 2-categories, see [Bén67] for more information on them.
To resolve these issues we use the natural 2-morphisms

�∶ Y ×Y A→ A �∶ A ×X X → A,

the left and right unitors given by �(y, a) = a and �(a, y) = a. Furthermore, if we
have signed correspondences A between setsW and X, B between X and Y , and
C between Y and Z, there is the associator

�∶ (C ×Y B) ×X A→ C ×Y (B ×X A)

given by �((c, b), a) = (c, (b, a)).
The Burnside category  as defined in [LLS20] is the subcategory of� where the
signed correspondences have sign functions constant 0. Alternatively, one can re-
peat the definition of correspondences without sign function. There is the forgetful
functor from � to  which turns sign functions to 0.
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3.2. Functors from the cube category to the signed Burnside category. We are
only going to consider functors F ∶ 2n →ℬ� which are strictly unitary 2-functors.
Such functors are determined by the following data.

(1) For each object v ∈ 2n an object F (v) = Fv ∈ Ob(�).
(2) For any u ≥ v a signed correspondence F (�u,v) = Fu,v from Fu to Fv such

that Fu,u is the identity correspondence.
(3) For any u ≥ v ≥ w a map of signed correspondences Fu,v,w from Fv,w◦Fu,v

to Fu,w that agrees with � (respectively, �) when v = w (respectively, u =
v), and that satisfies for any u ≥ v ≥ w ≥ x the following commutes.

(Fw,x ×Fw Fv,w) ×Fv Fu,v Fw,x ×Fw (Fv,w ×Fv Fu,v)

Fv,x ×Fv Fu,v Fw,x ×Fw Fu,w

Fu,x

�

Fv,w,x × id id ×Fu,v,w

F
u,v,x F u,w,x

See [SSS20, §3.5] and [LLS20, §4] how this fits in with the general theory of func-
tors between weak 2-categories.
In [LLS20, §4.3] it is shown how to construct a framed flow category from a functor
F ∶ 2n →  to the (unsigned) Burnside category. We now adapt this construction to
get a framed 1-flow categoryCF from a functor F ∶ 2n → � . This 1-flow category
is going to be a signed cover of C (n) with a fixed sign and frame assignment s and
f .
The object set Ob(CF ) is the disjoint union of all Fv with v ∈ Ob(2n) and the
grading | ⋅ |∶ Ob(CF ) → ℤ restricted to Fv is |v|. Sending Fv to v gives the
grading preserving function ℎ on objects.
If a, b ∈ Ob(CF ) with a ∈ Fu and b ∈ Fv with u ≥1 v, we set

CF
(a, b) = s−1Fu,v({a}) ∩ t

−1
Fu,v
({b}) ⊂ Fu,v.

All other 0-dimensional moduli spaces are empty. Clearly condition (a) in Defini-
tion 2.22 is satisfied.
For P ∈CF

(a, b) the sign assignment sF for CF is defined by

sF (P ) = s(Cu,v) + �Fu,v(P ) ∈ ℤ∕2ℤ.

If a, c ∈ Ob(CF ) with a ∈ Fu and c ∈ Fw with u ≥2 w, we set

CF
(a, c) = s−1Fu,w({a}) ∩ t

−1
Fu,w
({c}) ×C (n)(u,w) ⊂ Fu,w ×C (n)(u,w).

Notice that C (n)(u,w) is a compact interval. All other 1-dimensional moduli
spaces are empty. From the functoriality of F we get that (b) in Definition 2.22 is
satisfied.
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If u ≥2 w, then there exist exactly two objects v1, v2 with u ≥1 v1, v2 ≥1 w.
Furthermore, for i = 1, 2 we have the bijections Fu,vi,w ∶ Fvi,w ×Fvi Fu,vi → Fu,w
which determines a bijection

∐

b∈Fvi

CF
(b, c) ×MCF

(a, b)→ s−1Fu,w({a}) ∩ t
−1
Fu,w
({c})

for all a ∈ Fu, c ∈ Fw. Combining these for i = 1 and 2 determines )CF
(a, c).

Notice that points (B,A) ∈ s−1({a}) ∩ t−1({c}) ⊂ Fvi,w ×Fvi Fu,vi with tFvi,w(B) =
b = sFu,vi (A) are also in CF

(b, c) ×MCF
(a, b).

Each X ∈ s−1Fu,w({a}) ∩ t
−1
Fu,w
({c}) gives an interval component in CF

(a, c), and
if we write Xi = F−1u,vi,w(X) for i = 1, 2, these two points determine two points
(Bi, Ai) ∈ CF

(bi, c) ×CF
(a, bi) with bi ∈ Fvi that represent the boundary of

the interval.
Functoriality ensures that

�Fv1 ,w(B1) + �Fu,v1 (A1) = �Fv2 ,w(B2) + �Fu,v2 (A2) = �Fu,w(X),

so that sF is indeed a sign assignment.
Furthermore, the � values of the four points B1, A1, B2, A2 determine how s differs
from sF on this two-dimensional cube. Note that sF gives a sign assignment on the
2-dimensional sub-cube Cu,w. We can extend sF to a sign assignment of C (n), for
example, by treating the two coordinates in Cu,w as the first two coordinates of the
n-dimensional cube, and then using the usual product formula as in the standard
assignment s∗.
For a fixed choice of �, " ∈ ℤ∕2ℤ we frame the interval IX corresponding to X ∈
s−1Fu,w({a}) ∩ t

−1
Fu,w
({c}) according to (1).

By Lemma 2.23 it remains to show that (c) in Definition 2.22 is satisfied. Let x, u ∈
Ob(2n) with u ≥3 x. There exist v1, v2, v3, w1, w2, w3 ∈ Ob(Cu,x) which together
with x, u span this subcube.

x

w1

w2

w3

v3

v2

v1

u

Let a ∈ Fu and d ∈ Fx. We need to describe )CF
(a, d). Write

)(a, d) = s−1Fu,x({a}) ∩ t
−1
Fu,x
({d}) ⊂ Fu,x.

By functoriality, there is a bijection between )(a, d) and

s−1({a}) ∩ t−1({d}) ⊂ Fwi,x ×Fwi Fu,wi
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for each i = 1, 2, 3, and also with

s−1({a}) ∩ t−1({d}) ⊂ Fvj ,x ×Fvj Fu,vj
for each j = 1, 2, 3.
In particular, given H ∈ )(a, d) there exists bj ∈ Fvj and a Hbj corresponding to
an interval component inCF

(bj , d)×CF
(a, bj) for each j ∈ {1, 2, 3}, and there

exists ci ∈ Fwi and Hci corresponding to an interval component in CF
(ci, d) ×

CF
(a, ci).

If i ≠ j, we also get a bijection with

s−1({a}) ∩ t−1({d}) ⊂ Fwi,x ×Fwi Fvj ,wi ×Fvj Fu,vj ,

and by the commuting pentagon in the definition of the functor F theH ∈ )(a, d)
corresponds to an element

Hbj ,ci ∈CF
(ci, d) ×CF

(bj , ci) ×CF
(a, bj),

and these elements form the boundaries of the intervals corresponding to the Hci
andHbj . If we writeHbj ,ci = (Ci, Bi,j , Aj) for i ≠ j, we now get a cube

d

c1

c2

c3

b3

b2

b1

a

C 1

C2

C
3

B 2,3

B
2,1

B1,3

B
1,2

B 3,2

B3,1

A
3

A2

A 1

and this cube gives rise to a hexagon in )CF
(a, d) which trivially covers the cor-

responding hexagon of the sub-cube Cu,x. Varying the elements of )(a, d) gives
rise to the trivial covering map )CF

(a, d)→ )C (n)(u, x) needed for (c) of Def-
inition 2.22.
By Lemma 2.23 we now have a framed 1-flow category (CF , sF , fF ).
From this framed 1-flow category we now get the second Steenrod square. To indi-
cate the various choices wemade in the definition ofCF , let us denote it by Sq2s,f ,�,".
Luckily, we can remove most of these dependencies. Indeed, this can be done more
generally for signed covers. We begin with a construction of a mapping cone.

Definition 3.2. Let C be a 1-flow category. The mapping cone ℭC is the 1-flow
category with Ob(ℭC ) = Ob(C ) × {0, 1}. We write ai = (a, i) for a ∈ Ob(C ) and
i ∈ {0, 1}, and set

|ai|ℭC = |a|C + i.
If a, b ∈ Ob(C ) let

ℭC (ai, bi) =C (a, b)
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for i = 0, 1. We also setℭC (a1, a0) = {Pa}. If a, b ∈ Ob(C )with |a|C = |b|C+1
we set

ℭC (a1, b0) =C (a, b) × I.

For A ∈ C (a, b) we write IA = {A} × I for the corresponding interval compo-
nent.
Moduli spaces of the formℭC (a0, b1) are empty.

It is easy to see that ℭC is a 1-flow category, and fits into a short exact sequence of
1-flow categories

0⟶ C ⟶ ℭC ⟶ SC ⟶ 0

Note that we have not used any sign or frame assignments yet. Nevertheless, there
is a long exact sequence of cohomology groups with ℤ∕2ℤ coefficients, and the
connecting homomorphism

�∗ ∶ Hk(CF ;ℤ∕2ℤ)→ Hk+1(SC ′
F ;ℤ∕2ℤ) ≅ H

k(CF ;ℤ∕2ℤ)

is the identity.
Below C will have two different framings which can be used to frame the subcate-
goriesC andSC ofℭC . We then still need to choose a sign for Pa ∈ℭC (a1, a0)
and framings for intervals IA ⊂ℭC (a1, b0).

Remark 3.3. Assume that a sign assignment sℭC and a pre-framing fℭC has been
chosen on ℭC such that the restriction to C and SC are framings. Checking that
fℭC is a framing is then reduced to considering )ℭC (a1, c0), where a, c ∈ Ob(C )
with |a|C = |c|C + 2. Any interval component I ⊂ C (a, c) gives rise to a
hexagonHI as follows. There exist b, b′ ∈ Ob(CF )with )I the two points (B,A) ∈
CF

(b, c) ×CF
(a, b) and (B′, A′) ∈ CF

(b′, c) ×CF
(a, b′). The hexagon is

then made up of the six intervals

I0 × {Pa}, {B0} × IA
IB × {A1}, {B′0} × IA′
IB′ × {A′1}, {Pc} × I1,

and we need to check the sum

tI = sℭC (B0) + sℭC (B′0) + sℭC (Pc)+
fℭC (I0) + fℭC (I1) + fℭC (IB) + fℭC (IB′) + fℭC (IA) + fℭC (IA′).

Provided that all 1-dimensional moduli spacesC (a, c) only contain interval com-
ponents, having all tI = 0 is sufficient for the compatibility condition to be satisfied.

Lemma 3.4. The second Steenrod square

Sq2s,f ,�," ∶ H
∗(CF ;ℤ∕2ℤ)→ H∗+2(CF ;ℤ∕2ℤ)

does not depend on � ∈ ℤ∕2ℤ.
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Proof. Let us assume that (CF , sF , fF ) is a type (0, ") signed cover of (C (n), s, f ),
and denote by (C ′

F , sF , f
′
F ) the corresponding signed cover of type (1, ").

We want to frame the mapping cone ℭC so that it fits into a short exact sequence

0⟶ CF ⟶ ℭC ⟶ SC ′
F ⟶ 0 (2)

of framed 1-flow categories. For this we identify CF with the downward closed
subcategory generated by Ob(CF ) × {0}, andSC ′

F with the upward closed subcat-
egory generated by Ob(CF ) × {1}. The moduli spaces in these subcategories are
signed and framed accordingly.
Since CF and C ′

F use the same sign assignment, we get a sign assignment on ℭC
by setting

sℭC (Pa) = |a|CF
for Pa ∈ℭC (a1, a0). Finally, we set

fℭC (IA) = sF (A) + s(ℎ0(A)) ⋅ |b| ∈ ℤ∕2ℤ.

Recall that ℎ is the covering map from CF to C (n).
It remains to show that the compatibility condition is satisfied. Consider a hexagon
HI as in Remark 3.3, where I ⊂CF

(a, c) is an interval component.Then

tI = sℭC (B0) + sℭC (B′0) + sℭC (Pc)+
fℭC (I0) + fℭC (I1) + fℭC (IB) + fℭC (IB′) + fℭC (IA) + fℭC (IA′).

Notice that fℭC (I0)+fℭC (I1) is 1, if (1) involves a �, and 0 if it does not. Checking
the various cases, we see that

fℭC (I0) + fℭC (I1) = sF (A) + s(ℎ0(A)) + sF (A′) + s(ℎ0(A′)).

From this we get

t = sF (B) + sF (B′) + |c| + sF (A) + s(ℎ0(A)) + sF (A′) + s(ℎ0(A′))
+ sF (B) + s(ℎ0(B))|c| + sF (B′) + s(ℎ0(B′)|c|+

sF (A) + s(ℎ0(A))(|c| + 1) + sF (A′) + s(ℎ0(A′))(|c| + 1)

All of the SF (X), X ∈ {B,B′, A, A′}, appear twice so we get

t = |c|(1 + s(ℎ0(B)) + s(ℎ0(B′)) + s(ℎ0(A)) + s(ℎ0(A′)))+
s(ℎ0(A)) + s(ℎ0(A′)) + s(ℎ0(A)) + s(ℎ0(A′)).

Since s is a sign assignment, t = 0. This shows that the compatibility condition is
satisfied, and by Lemma 2.21 the result follows. �

We will from now on choose � = 0 in the construction of the Steenrod square.

Lemma 3.5. The second Steenrod square

Sq2s,f ," ∶ H
∗(CF ;ℤ∕2ℤ)→ H∗+2(CF ;ℤ∕2ℤ)

does not depend on the frame assignment f for C (n).
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Proof. The proof is similar to the proof of Lemma 3.4. If we denote by (C ′
F , sF , f

′
F )

the framed 1-flow category obtained by using a different framing f ′ for (C (n), s),
we want to frame ℭC so it fits into (2). By Lemma 2.10 we may assume that
f + f ′ = �(C∗u,v) for a 1-dimensional sub-cube Cu,v of C (n).
The sign and frame assignment is the same as in Lemma 3.4, except that we frame
intervals IA inℭC (a1, b0), where A ∈CF

(a, b) by

fℭC (IA) =
{

sF (A) ⋅ |a| + 1 for ℎ(a) = u, ℎ(b) = v
sF (A) ⋅ |a| otherwise

To check the compatibility condition consider an interval I ⊂ CF
(a, c) with

boundary points (B,A) ∈ CF
(b, c) ×CF

(a, b) and (B′, A′) ∈ CF
(b′, c) ×

CF
(a, b′) for some b, b′ ∈ Ob(CF ).

Atmost one of the four pointsB,B′, A, A′ is over the cubeCu,v, andwe have fF (I)+
f ′F (I) = 1 if and only if this is the case for one of these points. In this case this point
X contributes an extra 1 in fℭC (IX). A calculation similar to the one in the proof
of Lemma 3.4 now shows that tI = 0, and therefore the compatibility condition is
satisfied. The result follows as before. �

Before we show that the second Steenrod square does not depend on the choice of
sign assignment for C (n), let us consider a more general situation.
Let (C , sC , fC ) be a type (0, ")-signed cover of (C (n), s, f ) and let x ∈ Ob(C ).
Define a new sign assignment sx as follows. Let A ∈C (a, b) with |a| = |b| + 1.
If a ≠ x ≠ b, then sx(A) = sC (A). If x = a or x = b, let sx(A) = sC (A) + 1. It is
easy to see that this is indeed a sign assignment on C .
With this new sign assignment we can define a new frame assignment fx using (1)
with � = 0. By Lemma 2.23 (C , sx, fx) is a type (0, ")-signed cover of (C (n), s, f ).
We call (C , sx, fx) obtained from (C , sC , fC ) by a sign change at x.

Lemma 3.6. The second Steenrod square
Sq2 ∶ H∗(C ;ℤ∕2ℤ)→ H∗+2(C ;ℤ∕2ℤ)

is the same whether we use (C , sC , fC ) or (C , sx, fx).

Proof. Again we want a framed 1-flow category (ℭC , sℭC , fℭC ) with (C , sC , fC )
as a downward closed subcategory, and (C , sx, fx) as an upward closed subcate-
gory. This determines the sign assignment and frame assignment apart frommoduli
spacesℭC (a1, b0). The remaining signs are given by setting

sℭC (Pa) =
{

|a|C a ≠ x
|x|C + 1 a = x

If A ∈C (a, b), the framing of IA ⊂ℭC (a1, b0) is given by

fℭC (IA) =

⎧

⎪

⎨

⎪

⎩

sC (A)|a|C a, b ≠ x
sC (A)|b|C + s̄(A)" a = x

sC (A)|a|C + 1 + s̄(A)(1 + ") b = x,
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where
s̄(A) = sC (A) + s(ℎ0(A)).

We need to check the compatibility condition, so let I ⊂ C (a, c) be an interval
component as in Remark 3.3. That is, there exist b, b′ ∈ Ob(C ) with )I the two
points (B,A) ∈C (b, c)×C (a, b) and (B′, A′) ∈C (b′, c)×C (a, b′). Then

tI = sx(B) + sx(B′) + sℭC (Pc) + fC (I) + fx(I)
+ fℭC (IB) + fℭC (IB′) + fℭC (IA) + fℭC (IA′).

If none of a, b, b′, c equals x it is easy to see that tI = 0. We now need to consider
the various cases where one of those equals x.
If a = x, we claim that

fC (I) + fx(I) = sC (A) + sC (A′) + (s̄(A) + s̄(A′))" (3)

To see this we need to consider the various cases in (1) which determine fC (I) and
fx(I).
If fC (I) is determined by case 1 (resp. case 3) in (1), then fx(I) is determined by
case 3 (resp. case 1) in (1). Also, if fC (I) is determined by case 2 (resp. case 8) in
(1), then fx(I) is determined by case 8 (resp. case 2) in (1). In each of these cases
we have

fC (I) + fx(I) = s(ℎ0(A)) + s(ℎ0(A′)).
But we also have s̄(A) + s̄(A′) = 0 in these cases, so that

s(ℎ0(A)) + s(ℎ0(A′)) = sC (A) + sC (A′) = sC (A) + sC (A′) + (s̄(A) + s̄(A′))".

If fC (I) is determined by case 4 (resp. case 6) in (1), then fx(I) is determined by
case 6 (resp. case 4) in (1). Also, if fC (I) is determined by case 5 (resp. case 7) in
(1), then fx(I) is determined by case 7 (resp. case 5) in (1). In these cases we have
s̄(A) + s̄(A′) = 1, and therefore

fC (I) + fx(I) = s(ℎ0(B)) + s(ℎ0(B′) + "
= s(ℎ0(B)) + s(ℎ0(B′) + 1 + s̄(A) + s̄(A′) + "
= s(ℎ0(A)) + s(ℎ0(A′) + s̄(A) + s̄(A′) + (s̄(A) + s̄(A′))"
= sC (A) + sC (A′) + (s̄(A) + s̄(A′))".

So in all cases we get (3).
Now sx(B) = sC (B), sx(B′) = sC (B′), and sℭC (Pc) = |c|C , and therefore

tI = sC (B) + sC (B′) + |c|C + sC (A) + sC (A′) + (s̄(A) + s̄(A′))"
+ fℭC (IB) + fℭC (IB′) + fℭC (IA) + fℭC (IA′).

As

fℭC (IB)+fℭC (IB′)+fℭC (IA)+fℭC (IA′) = sC (B)(|c|C +1)+sC (B′)(|c|C +1)
+ sC (A)(|c|C + 1) + s̄(A)" + sC (A′)(|c|C + 1) + s̄(A′)"
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we get

tI = 2(sC (B) + sC (B′) + sC (A) + sC (A′) + (s̄(A) + s̄(A′))")
+ |c|C (1 + sC (B) + sC (B′) + sC (A) + sC (A′)) = 0.

If b = x we have

fC (I) + fx(I) = sC (B) + s̄(A) + (s̄(B) + s̄(A))".

This is similar to the proof of (3), using a slightly different case-by-case analysis.
Also notice that sx(B) = sC (B) + 1 and sx(B′) = sC (B). Then

tI = sC (B) + 1 + sC (B′) + |c|C + sC (B) + s̄(A) + (s̄(B) + s̄(A))"+
sC (A′)|c|C+sC (B′)|c|C+sC (B′)+sC (A)|c|C+1+s̄(A)(1+")+sC (B)|c|+s̄(B)".

It is straightforward (and similar to the previous case) to check that tI = 0.
If c = x we have, by another case-by-case analysis, that

fC (I) + fx(I) = 1 + (s̄(B) + s̄(B′))(1 + ").

Now sx(B) = sC (B) + 1 and sx(B′) = sC (B) + 1, and sℭC (Pc) = |c|C + 1, so that

tI = sC (B) + sC (B′) + |c|C + 1 + 1 + (s̄(B) + s̄(B′))(1 + ")
+ sC (A)|c|C + sC (A′)|c|C + sC (B)|c|C + sC (B) + 1 + s̄(B)(1 + ")

+ sC (B′)|c|C + sC (B′) + 1 + s̄(B′)(1 + ").

Again it is easy to check that this adds up to 0 ∈ ℤ∕2ℤ, and ℭC is indeed framed.
The result now follows from Lemma 2.21. �

Corollary 3.7. The second Steenrod square

Sq2s," ∶ H
∗(CF ;ℤ∕2ℤ)→ H∗+2(CF ;ℤ∕2ℤ)

does not depend on the sign assignment s for C (n).

Proof. Let u ∈ Ob(2n) and let s′ = s+�(u). The framed 1-flow category (C , s′F , f
′
F )

is obtained from (C , sF , fF ) by sign changes in all x ∈ Fu. The result therefore
follows from Lemma 3.6. �

This shows the first part of Proposition 1.1. The dependence on " follows from the
calculations in 5.1.
We can compose F ∶ 2n → � with the forgetful functorF∶ � → . This results
in another second Steenrod square Sq2 ∶ H∗(CFF ;ℤ∕2ℤ) → H∗+2(CFF ;ℤ∕2ℤ).
Notice that this does not depend on ", as " is never used in the construction of CFF .
Furthermore, since ℤ∕2ℤ-coefficients ignore the sign assignment, we can natu-
rally identifyH∗(CF ;ℤ∕2ℤ) = H∗(CFF ;ℤ∕2ℤ). We therefore have three second
Steenrod squares onH∗(CF ;ℤ∕2ℤ). As we will see, all three can be different.
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4. ODD KHOVANOV HOMOLOGY

Motivated by a spectral sequence with ℤ∕2ℤ-coefficients from Khovanov homol-
ogy of a linkL to the Heegaard Floer homology of the branched double-cover ofL,
Ozsváth–Rasmussen–Szabó introduced Odd Khovanov homology in [ORS13]. We
recall their definition, although our presentation is following [SSS20] more closely.

4.1. A quick recollection of odd Khovanov homology. Given a finite set S, we
denote by Λ∗(S) the exterior algebra over the free abelian group generated by S.
This algebra has a natural grading that we call the q-grading. If Λr(S) denotes the
subgroup generated by words in S of length r, we declare that its elements have
q-degree |S| − 2r.
Consider a link diagram D with n crossings that we assume to be ordered. Each
crossing can be resolved as a 0-smoothing and a 1-smoothing such that the 1-
smoothing is obtained from the 0-smoothing by a surgery. We assume that every
crossing comes with an orientation of the surgery arc, and the convention of which
smoothing is which is given in Figure 1.

:

FIGURE 1. A crossing with 1-smoothing on the right.

For each u ∈ Ob(2n) = {0, 1}n we can form the smoothing u by using the ui-
smoothing at the i-th crossing. Then u is a finite collection of circles, and we
write Su for the components of u.
We want to construct a functor Ko ∶ (2

n)op → GAb from the opposite category of
2n to graded abelian groups. Since odd Khovanov homology is really cohomology,
we use the opposite category of 2n. On objects we useKo(u) = Λ∗(Su).
If u ≥1 v, consider the homomorphism  v,u ∶ Λ∗(Sv)→ Λ∗(Su) defined as follows.
As u is obtained from v by a single surgery, we either have two components
s1, s2 ∈ Sv which are merged to s ∈ Su, or a component s ∈ Sv splits into two
components s1, s2 ∈ Su.
In the case of a merge we use the natural map Λ∗(Sv) → Λ∗(Su) induced by the
surjection Sv → Su which sends both s1, s2 to s, and fixes all other components,
for  v,u. In the case of a split, we use the small arrow in Figure 1 to distinguish
s1, s2. If we rotate this arrow counterclockwise by 90 degrees, it will point from
one component to the other (in the case of Figure 1 it will point from the lower to the
upper component in the 1-smoothing). We call the component that is being pointed
to s2. We then define  v,u(x) = (s1 − s2) ⋅ �(x), where � ∶ Λ∗(Sv) → Λ∗(Su) is
induced by the injection Sv → Su sending s to s1 and fixing all other components.
For u ≥1 v1, v2 ≥ w with v1 ≠ v2 we get  v1,u◦ w,v1 = ± v2,u◦ w,v2 , depending
on the local surgery picture. Figure 2 lists the possible cases. Let us write u,w for
the local surgery picture arising this way.
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A

X Y

C

FIGURE 2. Commutation chart: Thick lines represent components
inSc , thin lines the surgery arcs. If a surgery arc has no orientation,
then both orientations lead to the same result.

For the cases of type-A we get the two homomorphisms to be non-zero, and differ
by a factor −1, for the cases of type-C, the two homomorphisms are equal and non-
zero. In the remaining two types both homomorphisms are 0.

Definition 4.1. A type-X edge assignment for the diagram D with oriented cross-
ings is a cochain " ∈ C1(2n;ℤ∕2ℤ) such that for every u ≥2 w we have

�(")(Cu,w) =
{

0 u,w is of type-C or type-Y
1 u,w is of type-A or type-X

A type-Y edge assignment is defined similarly, but with the roles of X and Y re-
versed in the definition of �(").

Such edge assignments exist, see [ORS13, Lm.1.2]. Our definition follows [SSS20]
though, and to get an edge assignment as in [ORS13], we have to add a sign assign-
ment.
Using an edge assignment ", we can now define for u ≥1 v

Ko(�opu,v) = (−1)
"(Cu,v) v,u,

and extend this to a functor by composition.
Using a sign assignment s for 2n, we now get a cochain complex (C∗(D), �) by
using

Ck(D) =
⨁

|u|=k
Ko(u),

and � = (−1)s(Cu,v)Ko(�
op
u,v) between the direct summands.

To make the coboundary q-grading preserving, and to make the chain homotopy
type independent of the link diagram, we need to shift the gradings appropriately.
Let n+ be the number of positive crossings in the oriented link diagram D, and n−
the number of negative crossings. We then define

COi(D) = C i+n−(D){i − 2n− + n+}, (4)
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where {j} indicates a shift in q-grading, so that an element of C∗(D)with q-degree
k has q-degree k + j when viewed as an element of C∗(D){j}.
By [ORS13, Thm.1.3] the cohomology of CO∗(D) is independent of the various
choices.

4.2. Second Steenrod squares for odd Khovanov homology. For a link diagram
D we would like to get a framed 1-flow category C (D)with C∗(C (D)) = CO∗(D).
In [SSS20, §5.1], Sarkar–Scaduto–Stoffregen construct a functorF ∶ 2n → � such
that CF from Subsection 3.2 does exactly that. In order to get the second Steenrod
square independent of all the choices involved, we need to recall the definition of
F .
The value Fu on objects u ∈ Ob(2n) has to be a basis for the exterior algebra Λ(Su).
To get such a basis, another choice is necessary. For each u we choose an order <
on Su. With this order, [SSS20] set

Fu = {si1 ∧⋯ ∧ sik ∈ Λ(Su) ∣ k ∈ {0,… , |Su|}, si1 >⋯ > sik}

If u ≥1 v, we get for y ∈ Fv
K(�opu,v)(y) =

∑

x∈Fu

"x,yx

for some " ∈ {−1, 0, 1}. Then let

Fu,v = {(y, x) ∈ Fv × Fu ∣ "x,y ≠ 0}.

The source and target maps sFu,v , tFu,v are the obvious projections; the sign is given
by �Fu,v(y, x) = "x,y. Notice that �Fu,v depends on the edge-assignment and on the
orders on Su and Sv.
For u ≥ v1, v2 ≥ w there is a unique bijection between Fv1,w◦Fu,v1 and Fv2,w◦Fu,v2
which preserves source, target and sign, and it is shown in [SSS20, §5.1] that this
induces the required functor.
Let us writeC"(D) for the framed 1-flow category obtained fromCF by suspending
so that C∗(C"(D)) = CO∗(D). Here " ∈ ℤ∕2ℤ indicates which " is used in the
framing.
By construction, C"(D) is the disjoint union of framed 1-flow categories C j

" (D),
which are the full subcategories generated by the objects that have q-degree j when
viewed as elements of CO∗(D). In particular, H i(C j

" ) is just the odd Khovanov
homology of the link L represented by D in bidegree (i, j). We denote this group
by Khi,jo (L).
Using coefficients in ℤ∕2ℤ now gives rise to a second Steenrod square

Sq2" ∶ Kh
i,j
o (L;ℤ∕2ℤ)→ Khi+2,jo (L;ℤ∕2ℤ) (5)

but we need to check that it does not depend on the various choices made in the
definition of C"(D).

Theorem 4.2. The second Steenrod square given by (5) is a link invariant.
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Proof. The proof is very similar to the proof of [SSS20, Thm.1.7], so we will not
give too much detail. We note that by Subsection 3.2 the second Steenrod square
does not depend on the sign-assignment nor the frame-assignment of the underlying
cube 1-flow category C (n), nor on the � ∈ ℤ∕2ℤ used in the frame assignment.
Let us list the choices made coming from the odd Khovanov complex.

(1) The ordering of the crossings in D.
(2) The edge assignment.
(3) The orientation at crossings.
(4) The type of edge assignment.
(5) The order of circles at each crossing.
(6) The diagram D for L.

To see that it does not depend on the ordering of the crossings of the diagram, note
that a change in the order is compensated by a change in sign- and frame-assignment
of the cube 1-flow category, and we have already seen that this does not affect the
Steenrod square.
If " and "′ are edge assignments of the same type, then "+ "′ ∈ C1(2n;ℤ∕2ℤ) is a
cocycle, hence a coboundary �(x). But notice that �(x) + s is another sign assign-
ment for the cube, and the difference between edge assignments is compensated by
changing the sign assignment for the cube. By Corollary 3.7 the Steenrod square
does not depend on the edge assignment.
By [ORS13, Lm.2.3] the difference in a choice of orientations of crossings is com-
pensated by a change of edge assignment of the same type. By the previous point
changing orientations does not change the Steenrod square.
It follows from the proof of [ORS13, Lm.2.4] that an edge assignment of type X is
an edge assignment of type Y after a change of orientations. By the two previous
points the Steenrod square does not depend on the type of edge assignment.
Changing the order of circles at a crossing changes the sign of signed correspon-
dences in the functor F ∶ 2n → � . The effect on the framed 1-flow category is
described by sign changes at some of the elements ofFu. By repeated use of Lemma
3.6 the Steenrod square does not depend on this.
It remains to show that the Steenrod square does not depend on the diagram for
the link. For this we need to consider the Reidemeister moves. The proof here is
practically the same as the proof in [LS14a, §6]. Instead of [LS14a, Lm.3.32] we
use Lemma 2.19 or Lemma 2.21. �

Recall the forgetful functorF∶ � → . ThenF◦F ∶ 2n →  recovers by [SSS20,
Prop.5.3] the functor used in [LLS20] to obtain the stable Khovanov homotopy type
of [LS14a]. The corresponding (and suitably suspended) framed 1-flow category
CFF recovers the second Steenrod square of this homotopy type by [LOS20]. Let
us denote this operation by

Sq2 ∶ Khi,j(L;ℤ∕2ℤ)→ Khi+2,j(L;ℤ∕2ℤ).
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Note that Khi,j(L;ℤ∕2ℤ) ≅ Khi,jo (L;ℤ∕2ℤ), and we will drop the ‘o’ from the
notation in what follows.

4.3. Reduced odd Khovanov homology. By picking a basepoint p on a link dia-
gram away from the crossings, a reduced version for odd Khovanov homology can
be defined. Interestingly, the homology is independent of the basepoint, but for our
Steenrod squares we only get this for knots.
Let C"(D) be the framed 1-flow category from the previous subsection. For every
smoothing u let s

p
u be the component containing the basepoint. Then let

F pu = {w ∈ Fu ∣ spu ∧w = 0}.

These are the objects ofC"(D)which already contain s
p
u in their word. We let C̃"(D)

be the full subcategory spanned by the F pu . It is easy to see that this subcategory
is upward closed. We also write C̃ j+1

" (D) = C̃"(D) ∩ C
j
" (D), and thus get a short

exact sequence of framed 1-flow categories

0⟶ C
j−1
" (D)⟶ C j

" (D)⟶ C̃ j+1
" (D)⟶ 0

where the complementary subcategory C
j−1
" (D) is generated by thosew ∈ Fu with

spu ∧w ≠ 0 which have q-degree j.
If we order each Su such that s

p
u is the maximal element, we can identify the framed

1-flow categories C
j−1
" (D) and C̃ j−1(D) using multiplication by spu on objects.

Proposition 4.3. The second Steenrod square

S̃q
2
" ∶ K̃h

i,j
(L;ℤ∕2ℤ)→ K̃h

i+2,j
(L;ℤ∕2ℤ)

arising from C̃ j
" (D) does not depend on the various choices and where on a com-

ponent the basepoint is placed.

Proof. This is completely analogous to the proof of Theorem 4.2. We note that
the basepoint can move on a component by using Reidemeister moves on the link
diagram in S2 away from the basepoint by allowing moves going over∞, compare
[LS14a, §8] and [SSS20, §5.4]. �

The long exact sequence in odd Khovanov homology is known to split [ORS13],
but we will see that the second Steenrod square does not split.

4.4. Concordance Invariants. Odd Khovanov homology does not appear to have
an analogue of the Lee spectral sequence or the Rasmussen invariant. However, as
in [SSS20, §5.6] we can define a refinement of the ℤ∕2ℤ s-invariant which takes
the second Steenrod square into account.
Let D be a knot diagram and F a field. The Bar-Natan complex C∗BN(D; F ) is a
deformation of the Khovanov complex C∗,∗Kh (D; F ) = C∗(CFF ; F ) which admits a
descending filtration j with C

∗,j
Kh(D; F ) = j∕j+2, compare [LS14b]. The cor-

responding spectral sequence has exactly two non-trivial terms E0,s±1∞ for some
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s ∈ 2ℤ, and this s is the Rasmussen s-invariant sF (K) of the knot K with coeffi-
cients in the field F , see [Ras10] and [LS14b].
In [LS14b] Lipshitz–Sarkar describe a general technique to refine the Rasmussen-
invariants using cohomology operations, and we recall their definition for any of the
second Steenrod squares �∶ Khi,j(K; F2) → Khi+2,j(K; F2), where F2 = ℤ∕2ℤ is
the field with two elements.
Denote p∶ H0(j ; F2) → Kh0,j(K; F2) ≅ H0(j∕j+2; F2), and consider the fol-
lowing configurations

⟨ã, b̃⟩ ⟨â, b̂⟩ ⟨a, b⟩ ⟨ā, b̄⟩

Kh−2,j(K; F2) Kh0,j(K; F2) H0(j ; F2) H0
BN(K; F2)

⟨ã⟩ ⟨â⟩ ⟨a⟩ ⟨ā⟩ ≠ 0

� p i∗ (6)

Definition 4.4. Call an odd integer j �-half-full, if there exist a ∈ H0(j ; F2) and
ã ∈ Kℎ−2,j(K; F2) such that p(a) = �(ã), and such that i∗(a) = ā ≠ 0. That is,
there exists a configuration as in the upper two rows of (6).
Call an odd integer j �-full, if there exist a, b ∈ H0(j ; F2) and ã, b̃ ∈ Kℎ−2,q(K; F2)
such that p(a) = �(ã), p(b) = �(b̃), and i∗(a), i∗(b) generate H0

BN(K; F2). That is,
there exists a configuration as in the lower two rows of (6).

Definition 4.5. Let K be a knot and �∶ Khi,j(K; F2) → Khi+2,j(K; F2) be one of
the second Steenrod squares Sq20, Sq

2
1, or Sq

2 described in Subsection 4.2. Then
r�+, r

�
−, s

�
+, s

�
− ∈ ℤ are defined as follows.

r�+(K) = max{j ∈ 2ℤ + 1 | j is �-half-full} + 1
s�+(K) = max{j ∈ 2ℤ + 1 | j is �-full} + 3.

If K denotes the mirror of K , we also set

r�−(K) = −r
�
+(K)

s�−(K) = −s
�
+(K).

We also write
s�(K) = (r�+(K), s

�
+(K), r

�
−(K), s

�
−(K)).

The proof in [LS14b, Lm.4.2] carries over to show that
r�+(K), s

�
+(K) ∈ {sF2(K), sF2(K) + 2}.

For � = Sq2 it is shown in [LS14b, Thm.1] that |r�±(K)|∕2 and |s�±(K)|∕2 are
concordance invariants and lower bounds for the smooth slice genus g4(K). The
proof carries over to � = Sq2" for " ∈ ℤ∕2ℤ.

Theorem 4.6. Let " ∈ ℤ∕2ℤ. Then |rSq
2
"

± (K)|∕2 and |sSq
2
"

± (K)|∕2 are concordance
invariants and lower bounds for the smooth slice genus g4(K).
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Proof. The proof is completely analogous to the proof of [LS14b, Thm.1], the only
missing ingredient is that Sq2" commutes with maps induced by link-cobordism.
But this also follows as in [LS14b]. One writes the cobordism as a composition of
Reidemeister and Morse moves, then observes that the induced maps on Khovanov
homology can be realized by short exact sequences of 1-flow categories, and the
result follows from Lemma 2.19 and 2.21. �

5. CALCULATIONS

The author’s computer programme KnotJob has calculations of Steenrod squares
implemented, and is available from the author’s website. At the moment knots with
13 crossings or more can only be done with patience. It may be possible to deal
directly with rational tangles as in [JLS19] to improve calculation times, but we
have not further investigated this yet.
In order to get a non-trivial second Steenrod square, the Khovanov homology needs
to support non-trivial groups in degree i and i+2 for some q-degree. Among knots
in the Rolfsen table this is satisfied by only a few knots. Furthermore, for such knots
one can identify the stable homotopy type from knowledge of the second Steenrod
square and its interaction with Bockstein homomorphisms, compare [LS14c, §4].
We will refer to these spaces, even if we only have conjecturally an identification
of the stable homotopy type in the odd case.

5.1. Steenrod Squares. In Table 1 we list any non-trivial second Steenrod squares
among the prime knots with up to 10 crossings. The information is given in the form
of words for Chang spaces, see [Bau95]. An � means that there is a non-trivial
second Steenrod square Sq2(x), a subscript 2 means that the first Steenrod square
Sq1(x) is also non-zero. Finally, �2 means that 0 ≠ Sq2(x) = Sq1(y) for some x, y.
Note that we consider all potential non-trivial second Steenrod squares, that is, q-
degrees where the width of the cohomology is 3. An empty entry means that the
second Steenrod square is 0. One can detect several patterns, although we have not
investigated this further for more crossings. We notice that Sq20 only uses the Chang
words �2 and 2�2, while Sq21 only uses 2� and 2�2. Also, we have Sq2 non-trivial
if and only if Sq20 or Sq

2
1 is non-trivial. However, we do not expect this behaviour

to be universal.
Indeed, for the knot 13n3663 we get an � word in q-degree −5 for Sq20. We note that
in q-degree 1 we get a Baues–Hennes word 2�2� for Sq20. At the time of writing we
do not know a knot which admits an � word for Sq2, compare [LS14c, Qn.5.2].
The short exact sequence

0⟶ K̃h
i,j+1

(L;ℤ∕2ℤ)⟶ Khi,j(L;ℤ∕2ℤ)
p

⟶ K̃h
i,j−1

(L;ℤ∕2ℤ)⟶ 0

is known to split, but this splitting does not extend to the second Steenrod squares.
Indeed, all S̃q

2
" are zero for the Rolfsen table by degree reasons. At the moment
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Knot q Sq2 Sq20 Sq21 Knot q Sq2 Sq20 Sq21
819 11 2� �2 10152 13 2� �2
942 1 �2 2� 15
10124 13 2� �2 19 �2 2�

19 �2 2� 10153 −5 2� �2
10128 11 2� �2 −3 �2 �2 2�2
10132 −9 2� �2 −1

−7 �2 �2 2�2 1 2� 2�2 2�
−3 2� �2 3 �2 2�

10136 1 �2 2� 10154 11 2� �2
10139 13 2� �2 13

15 17 �2 2�
19 �2 2� 10161 11 2� �2

10145 −15 2� �2 13
−13 �2 �2 2�2 17 �2 2�
−11
−9 2�2 2�

TABLE 1. The second Steenrod squares for knots in the Rolfsen table.

KnotJob does not support computations of reduced Steenrod squares, but we can
derive a non-triviality result from the short exact sequence for the knotK = 13n3663.

In q-degree 3 we get a word 2�2 for Sq20 starting in homological degree 0. Calcula-
tions show that

Khi,3(K;ℤ∕2ℤ) = K̃h
i,2
(ℤ∕2ℤ) ≅ ℤ∕2ℤ

for i = 0, 1. Also, if x ∈ Kh0,3(K;ℤ∕2ℤ) is the element with Sq20(x) non-zero,

we have Sq20(x) = Sq1(y) for y ∈ Kh1,3(K;ℤ∕2ℤ) = K̃h
1,2
(K;ℤ∕2ℤ). Integral

calculations show that S̃q
1
(y) ≠ 0 in K̃h

2,2
(K;ℤ∕2ℤ), so

S̃q
2
0(x) = p◦Sq

2
0(x) = p◦Sq

1(y) = S̃q1(y) ≠ 0

by naturality.

To see that the second Steenrod square S̃q
2
" can depend on the component of the

basepoint, consider the split union L = K ⊔ O, where K is any of the knots in
Table 1. If we place the basepoint on the unknot component, S̃q

2
" agrees with Sq

2
"

for K . If we place the basepoint on K , then S̃q
2
" is trivial.

5.2. Split unions. Given two links L1, L2, denote the split union by L1 ⊔L2. The
odd Khovanov homology of the split union behaves slightly different from the even
version, compare [Put16], but with ℤ∕2ℤ-coefficients we can still express it via a
tensor product of the homologies of L1 and L2.
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For the stable homotopy type of [LS14a] one gets indeed a nice formula for the split
union in terms of the smash product of the stable homotopy types for L1 and L2,
[LLS20, Thm.1]. In particular, this was used to show that the stable homotopy type
of T (2, 3) ⊔ T (2, 3) has a non-trivial second Steenrod square, compare the proof of
[LLS20, Cor.1.4].
For the odd Khovanov homology of T (2, 3)⊔T (2, 3) calculations show that we have

Khi,jo (T (2, 3) ⊔ T (2, 3);ℤ) ≅
⨁

j1+j2=j
i1+i2=i

Khi1,j1o (T (2, 3);ℤ)⊗ Khi2,j2o (T (2, 3);ℤ),

with the lack of torsion meaning that we do not get any Tor-terms.
Any stable homotopy type for odd Khovanov homology for T (2, 3) has to be a
wedge of spheres for homological width reasons, and in particular the smash prod-
uct of two such copies is a wedge of spheres. The second Steenrod square in this
smash product is therefore trivial.
Interestingly, in q-degree 14 we get

Kh4,14o (T (2, 3) ⊔ T (2, 3);ℤ) ≅ ℤ ≅ Kh6,14o (T (2, 3) ⊔ T (2, 3);ℤ),

Kh5,14o (T (2, 3) ⊔ T (2, 3);ℤ) ≅ ℤ4,

and computation shows that both

Sq20,Sq
2
1 ∶ Kh

4,14(T (2, 3) ⊔ T (2, 3);ℤ∕2ℤ)→ Kh6,14(T (2, 3) ⊔ T (2, 3);ℤ∕2ℤ)

are isomorphisms.
If our Steenrod squares are the second Steenrod squares of a stable homotopy type
for oddKhovanov homology, we now see that this stable homotopy type for T (2, 3)⊔
T (2, 3) could not be the smash product of the stable homotopy types for T (2, 3). In-
deed, because of the absence of torsion we would get the Change space with word
� in this case together with four spheres.
We note that in q-degree 14we also get the non-trivial second Steenrod square in the
Lipshitz-Sarkar stable homotopy type for T (2, 3) ⊔ T (2, 3). In this case the Chang
space has word 2�2.

5.3. Spanier–Whitehead duality. If L denotes the mirror of a link L, we get the
isomorphism

Khi,j(L;ℤ∕2ℤ) ≅ Hom(Kh−i,−j(L;ℤ∕2ℤ),ℤ∕2ℤ)

by turning the cochain complex of a diagram ‘upside down’ and using universal
coefficients. In the case of the Lipshitz–Sarkar stable homotopy type one gets a
stronger statement involving the Spanier–Whitehead dual of the mirror [LLS20].
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Its effect on cohomology groups is that the diagram

Khi,j(L;ℤ∕2ℤ) Hom(Kh−i,−j(L;ℤ∕2ℤ),ℤ∕2ℤ)

Khi+2,j(L;ℤ∕2ℤ) Hom(Kh−i−2,−j(L;ℤ∕2ℤ),ℤ∕2ℤ)

≅

≅

Sq2 (Sq2)∗

commutes.
Calculations on mirrors show that this diagram does not commute if we use the
second Steenrod square Sq2" on the vertical arrows. Rather it seems that we should
combine Sq2" with the dual of Sq21+". In the case of the Rolfsen table we get this
confirmed by calculations. In general we conjecture this behaviour.

Conjecture 5.1. Let L be a link and L its mirror. Then for " ∈ ℤ∕2ℤ the diagram

Khi,j(L;ℤ∕2ℤ) Hom(Kh−i,−j(L;ℤ∕2ℤ),ℤ∕2ℤ)

Khi+2,j(L;ℤ∕2ℤ) Hom(Kh−i−2,−j(L;ℤ∕2ℤ),ℤ∕2ℤ)

≅

≅

Sq2" (Sq21+")
∗

commutes.

5.4. Concordance invariants. For width reasons, the invariants rSq
2
"

± (K) are going
to agree with sF2(K) for knots K with a small number of crossings. To see that

sSq
2
"

± (K) can differ from sF2(K) let K be the mirror of 942. Calculations show that
Kh0,−1(K; F2) ≅ F2, and Sq20 surjects onto this group. It is now straightforward to

check that −1 is Sq20-full, resulting in sSq
2
"

+ (K) = 2 > sF2(K) = 0, thus showing
Theorem 1.3.
In general we cannot simply read off the refinements from a calculation of the sec-
ond Steenrod square, but KnotJob is also able to calculate s�(K) for � one of the
second Steenrod squares. Interestingly, for all prime knots K with up to 13 cross-
ings we get sSq2(K) = sSq

2
0(K), while sSq

2
1(K) is always constant. Overall, there are

324 prime knots with up to 13 crossings for which sSq2(K) is not constant.
We note that there is also a refinement sSq1o (K) corresponding to the first Steenrod
square for odd Khovanov homology, see [SSS20], and which can be calculated by
KnotJob. Interestingly, for all the prime knots with up to 14 crossing and non-
constant sSq2(K) we also have sSq1o (K) non-constant1. But sSq

1
o

± (K) = sSq
2

± (K) ≠

1The converse does not hold: 11n38 and 12
n
25 have non-constant s

Sq1o (K), but constant sSq2 (K).
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sF (K) suggests the existence of Sq2(x) = Sq1o(y) ≠ 0, which survives the spec-
tral sequence. But we expect no y′ with Sq2(x) = Sq1e(y

′), as this would imply

sSq
1
e

± (K) ≠ sF (K)which is very rare and does not happen for knots with less than 14

crossings. For the two knots with crossing number 14 and sSq
1
e

± (K) ≠ sF (K) both
sSq

2(K) and sSq1o (K) are constant.
Since we also know no stable homotopy types with an � word for even Khovanov
homology, we expect a 2� word in the stable homotopy type, which by Table 1
suggests a word �2 for Sq20, and a trivial word for Sq21. However, this behaviour is
not universal.
The knot K = 15n41127 has non-constant s

Sq2(K), but sSq1o (K) is constant. We also
get sSq

2
0(K) is constant, while sSq

2
1(K) is non-constant. At the moment, this is the

only knot we know of for which sSq
2
1(K) is non-constant. However, we have made

very few calculations for knots with more than 13 crossings, so there may well be
others among knots with crossing number 14 or 15. This is also the only knot we
know where sSq2(K) and sSq

2
0(K) are different. Again, this may be due to lack of

calculations, but it raises the

Question 5.2. Is sSq2(K) non-constant if and only if sSq
2
0(K) is non-constant or

sSq
2
1(K) is non-constant?

APPENDIX A. FRAMING THE CUBE 1-FLOW CATEGORY

Our framed 1-flow categories very much depend on (1), which tells us how to
change a framing after a change of signs. Given that different values of " can lead
to different results for signed covers of the cube 1-flow category, it is only natural to
ask whether there exist different ways to change the framing of C (n) after a change
of signs.
So assume that s is a sign assignment for C (n) and f a corresponding frame as-
signment. For x ∈ Ob(2n) we get a new sign assignment s′ = s + �(x∗). Let us
define a new pre-framing f ′ by

f ′(Cu,w) =
{

f (Cu,w) + 1 w = x
f (Cu,w) w ≠ x

This means we only change the framing value if the signs of the lower two edges
changes.
The same argument used in the proof of Lemma 2.9 shows that f ′ is indeed a fram-
ing for (C (n), s′), and the formula is a lot simpler than (1).
The problem is that this formula depends on the coboundary, and we do not get the
nice change simply by looking at the changes in sign on a cube Cu,w. For example,
assume that u ≥1 v1, v2 ≥1 w. Then s + �(w∗ + v∗1) and s + �(v

∗
2 + u

∗) lead to the
same sign changes on Cu,w, but result in different framings. It is not clear to us how
to resolve this problem similar to the increasing homological grading formula used
in (1), in order to get a good change-of-framing formula for signed covers of C (n).
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Nevertheless, there may be other ways to get a working formula to frame signed
covers. In particular, it could involve multiplying signs, or the degree of objects
u ∈ Ob(2n). If one only wants to allow linear combinations in the signs, and insist
on the first two lines of (1), the remaining lines are determined. If we are willing
to change line two, there is another formula that can be used. This can also involve
� ∈ ℤ∕2ℤ, but Lemma 3.4 also applies for it.
We use the same a, b, c, d ∈ ℤ∕2ℤ as in (1). Assume (C (n), s, f ) is framed, and
let s′ be another sign assignment for the cube. Define

f ′′" (Cu,w) =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

f (Cu,w) if a = a′, b = b′, c = c′, d = d′

f (Cu,w) + c + d if a ≠ a′, b ≠ b′, c = c′, d = d′

f (Cu,w) if a = a′, b = b′, c ≠ c′, d ≠ d′

f (Cu,w) + d if a ≠ a′, b = b′, c = c′, d ≠ d′

f (Cu,w) + c if a = a′, b ≠ b′, c ≠ c′, d = d′

f (Cu,w) + " + d if a ≠ a′, b = b′, c ≠ c′, d = d′

f (Cu,w) + " + c if a = a′, b ≠ b′, c = c′, d ≠ d′

f (Cu,w) + c + d if a ≠ a′, b ≠ b′, c ≠ c′, d ≠ d′

(7)

The proof of Lemma 2.9 carries over to show that (C (n), s′, f ′′) is framed.
Given a framing (C (n), s, f ) and a (0, ")-signed cover (C , sC , f "C ), we can form a
new framing f̃ "C by using (7) instead of (1). We get the same Steenrod square after
a small adjustment in the " value.

Lemma A.1. The framed 1-flow category (C , sC , f "C ) admits the same second
Steenrod square as the framed 1-flow category (C , sC , f̃ 1+"C ).

Proof. We need to choose an appropriate framing on the mapping cone ℭC . For
the signs we simply use sC on both subcategories, and sℭC (Pa) = |a|C for any
a ∈ Ob(C ).
Before we choose the framing, observe that

f ′"(Cu,w) + f
′′
1+"(Cu,w) = a(a + a

′) + b(b + b′) + c(c + c′) + d(d + d′).

We therefore choose

fℭC (IA) = |a|C sC (A) + s(ℎ0(A))(s(ℎ0(A)) + sC (A)).

It is straightforward to show that this gives rise to a framed 1-flow category, which
then proves the lemma by Lemma 2.21. �

RemarkA.2. We could have used 1+" in (7) instead of " to get a cleaner statement.
However, as in (1) we get that the sixth line is obtained by using the second and
fifth line, or the third and fourth line. Choosing " = 0 then corresponds to using
the increasing homological grading convention. It does seem to be surprising that
there is a change in " when moving from (1) to (7).
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