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Abstract

Let K/Qp be a finite extension with ring of integers o, let G be a connected reductive
split Qp-group of Borel subgroup P = TN and let α be a simple root of T in N . We
associate to a finitely generated module D over the Fontaine ring over o endowed with a
semilinear étale action of the monoid T+ (acting on the Fontaine ring via α), a G(Qp)-
equivariant sheaf of o-modules on the compact space G(Qp)/P (Qp). Our construction
generalizes the representation D � P1 of GL(2,Qp) associated by Colmez to a (ϕ,Γ)-
module D endowed with a character of Q∗p.
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1 Introduction

1.1 Notations

We fix a finite extension K/Qp of ring of integers o and an algebraic closure Qp of K.

We denote by Gp = Gal(Qp/Qp) the absolute Galois group of Qp, by Λ(Zp) = o[[Zp]]
the Iwasawa o-algebra of maximal ideal M(Zp), and by OE the Fontaine ring which is
the p-adic completion of the localisation of Λ(Zp) with respect to the elements not in
pΛ(Zp). We put on OE the weak topology inducing the M(Zp)-adic topology on Λ(Zp),
a fundamental system of neighborhoods of 0 being (pnOE +M(Zp)n)n∈N. The action of
Zp − {0} by multiplication on Zp extends to an action on OE .

We fix an arbitrary split reductive connected Qp-group G and a Borel Qp-subgroup
P = TN with maximal Qp-subtorus T and unipotent radical N . We denote by w0 the
longest element of the Weyl group of T in G, by Φ+ the set of roots of T in N , and
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by uα : Ga → Nα, for α ∈ Φ+, a Qp-homomorphism onto the root subgroup Nα of N
such that tuα(x)t−1 = uα(α(t)x) for x ∈ Qp and t ∈ T (Qp), and N0 =

∏
α∈Φ+

uα(Zp)
is a subgroup of N(Qp). We denote by T+ the monoid of dominant elements t in T (Qp)
such that valp(α(t)) ≥ 0 for all α ∈ Φ+, by T0 ⊂ T+ the maximal subgroup, by T++

the subset of strictly dominant elements, i.e. valp(α(t)) > 0 for all α ∈ Φ+, and we
put P+ = N0T+, P0 = N0T0. The natural action of T+ on N0 extends to an action
on the Iwasawa o-algebra Λ(N0) = o[[N0]]. The compact set G(Qp)/P (Qp) contains the
open dense subset C = N(Qp)w0P (Qp)/P (Qp) homeomorphic to N(Qp) and the compact
subset C0 = N0w0P (Qp)/P (Qp) homeomorphic to N0. We put P (Qp) = w0P (Qp)w−1

0 .
Each simple root α gives a Qp-homomorphism xα : N → Ga with section uα. We

denote by `α : N0 → Zp, resp. ια : Zp → N0, the restriction of xα, resp. uα, to N0, resp.
Zp.

For example, G = GL(n), P is the subgroup of upper triangular matrices, N consists
of the strictly upper triangular matrices (1 on the diagonal), T is the diagonal subgroup,
N0 = N(Zp), the simple roots are α1, . . . , αn−1 where αi(diag(t1, . . . , tn)) = tit

−1
i+1, xαi

sends a matrix to its (i, i + 1)-coefficient, uαi(.) is the strictly upper triangular matrix,
with (i, i+ 1)-coefficient . and 0 everywhere else.

We denote by C∞(X, o) the o-module of locally constant functions on a locally profinite
space X with values in o, and by C∞c (X, o) the subspace of compactly supported functions.

1.2 General overview

Colmez established a correspondence V 7→ Π(V ) from the absolutely irreducible K-
representations V of dimension 2 of the Galois group Gp to the unitary admissible ab-
solutely irreducible K-representations Π of GL(2,Qp) admitting a central character [6].
This correspondence relies on the construction of a representation D(V )�P1 of GL(2,Qp)
for any representation V (not necessarily of dimension 2) of Gp and any unitary character
δ : Q∗p → o∗. When the dimension of V is 2 and when δ = (x|x|)−1δV , where δV is the
character of Q∗p corresponding to the representation detV by local class field theory, then
D(V )�P1 is an extension of Π(V ) by its dual twisted by δ ◦det. It is a general belief that
the correspondence V → Π(V ) should extend to a correspondence from representations
V of dimension d to representations Π of GL(d,Qp).

We generalize here Colmez’s construction of the representation D � P1 of GL(2,Qp),
replacing GL(2) by the arbitrary split reductive connected Qp-group G. More precisely, we
denote by OE,α the ring OE with the action of T+ via a simple root α ∈ ∆ (if the rank of G
is 1, α is unique and we omit α). For any finitely generated OE,α-module D with an étale
semilinear action of T+, we construct a representation of G(Qp). It is realized as the space
of global sections of a G(Qp)-equivariant sheaf on the compact quotient G(Qp)/P (Qp).
When the rank of G is 1, the compact space G(Qp)/P (Qp) is isomorphic to P1(Qp) and
when G = GL(2) we recover Colmez’s sheaf.

We review briefly the main steps of our construction.
1. We show that the category of étale T+-modules finitely generated over OE,α is

equivalent to the category of étale T+-modules finitely generated over Λ`α(N0), for a
topological ring Λ`α(N0) generalizing the Fontaine ring OE , which is better adapted to
the group G, and depends on the simple root α.

2. We show that the sections over C0 ' N0 of a P (Qp)-equivariant sheaf S of o-
modules over C ' N is an étale o[P+]-module S(C0) and that the functor S 7→ S(C0) is
an equivalence of categories.

3. When S(C0) is an étale T+-module finitely generated over Λ`α(N0), and the root
system of G is irreducible, we show that the P (Qp)-equivariant sheaf S on C extends to
a G(Qp)-equivariant sheaf over G(Qp)/P (Qp) if and only if the rank of G is 1.

4. For any strictly dominant element s ∈ T++, we associate functorially to an étale
T+-module M finitely generated over Λ`α(N0), a G(Qp)-equivariant sheaf Ys of o-modules
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over G(Qp)/P (Qp) with sections over C0 a dense étale Λ(N0)[T+]-submodule M bd
s of M .

When the rank of G is 1, the sheaf Ys does not depend on the choice of s ∈ T++,
and M bd

s = M ; when G = GL(2) we recover the construction of Colmez. For a general
G, the sheaf Ys depends on the choice of s ∈ T++, the system (Ys)s∈T++

of sheaves
is compatible, and we associate functorially to M the G(Qp)-equivariant sheaves Y∪
and Y∩ of o-modules over G(Qp)/P (Qp) with sections over C0 equal to ∪s∈T++M

bd
s and

∩s∈T++M
bd
s , respectively.

1.3 The rings Λ`α(N0) and OE,α
Fixing a simple root α ∈ ∆, the topological local ring Λ`α(N0), generalizing the Fontaine
ring OE , is defined as in [11] with the surjective homomorphism `α : N0 → Zp.

We denote byM(N`α) the maximal ideal of the Iwasawa o-algebra Λ(N`α) = o[[N`α ]]
of the kernelN`α of `α. The ring Λ`α(N0) is theM(N`α)-adic completion of the localisation
of Λ(N0) with respect to the Ore subset of elements which are not inM(N`α)Λ(N0). This
is a noetherian local ring with maximal ideal M`α(N0) generated by M(N`α). We put
on Λ`α(N0) the weak topology with fundamental system of neighborhoods of 0 equal to
(M`α(N0)n+M(N0)n)n∈N. The action of T+ on N0 extends to an action on Λ`α(N0). We
denote by OE,α the ring OE with the action of T+ induced by (t, x) 7→ α(t)x : T+ ×Zp →
Zp. The homomorphism `α and its section ια induce T+-equivariant ring homomorphisms

`α : Λ`α(N0)→ OE,α , ια : OE,α → Λ`α(N0) , such that `α ◦ ια = id .

1.4 Equivalence of categories

An étale T+-module over Λ`α(N0) is a finitely generated Λ`α(N0)-module M with a semi-
linear action T+ ×M → M of T+ which is étale, i.e. the action ϕt on M of each t ∈ T+

is injective and
M = ⊕u∈J(N0/tN0t−1)uϕt(M) ,

if J(N0/tN0t
−1) ⊂ N0 is a system of representatives of the cosetsN0/tN0t

−1; in particular,
the action of each element of the maximal subgroup T0 of T+ is invertible. We denote by
ψt the left inverse of ϕt vanishing on uϕt(M) for u ∈ N0 not in tN0t

−1. These modules
form an abelian category Met

Λ`α (N0)(T+).

We define analogously the abelian category Met
OE,α(T+) of finitely generated OE,α-

modules with an étale semilinear action of T+. The action ϕt of each element t ∈ T+

such that α(t) ∈ Z∗p is invertible. We show that the action T+ × D → D of T+ on
D ∈ Met

OE,α(T+) is continuous for the weak topology on D; the canonical action of the
inverse T− of T is also continuous.

Theorem 1.1. The base change functors OE ⊗`α − and Λ`α(N0) ⊗ια − induce quasi-
inverse isomorphisms

D :Met
Λ`α (N0)(T+)→Met

OE,α(T+) , M :Met
OE,α(T+)→Met

Λ`α (N0)(T+) .

Using this theorem, we show that the action of T+ and of the inverse monoid T−
(given by the operators ψ) on an étale T+-module over Λ`α(N0) is continuous for the
weak topology.

1.5 P -equivariant sheaves on C
The o-algebra C∞(N0, o) is naturally an étale o[P+]−module, and the monoid P+ acts
on the o-algebra EndoM by (b, F ) 7→ ϕb ◦ F ◦ ψb. We show that there exists a unique
o[P+]-linear map

res : C∞(N0, o)→ EndoM
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sending the characteristic function 1N0 of N0 to the identity idM ; moreover res is an
algebra homomorphism which sends 1b.N0

to ϕb ◦ ψb for all b ∈ P+ acting on x ∈ N0 by
(b, x) 7→ b.x.

For the sake of simplicity, we denote now by the same letter a group defined over Qp
and the group of its Qp-rational points.

Let MP be the o[P ]-module induced by the canonical action of the inverse monoid P−
of P+ on M ; as a representation of N , it is isomorphic to the representation induced by
the action of N0 on M . The value at 1, denoted by ev0 : MP → M , is P−-equivariant,
and admits a P+-equivariant splitting σ0 : M → MP sending m ∈ M to the function
equal to n 7→ nm on N0 and vanishing on N − N0. The o[P ]-submodule MP

c of MP

generated by σ0(M) is naturally isomorphic to A[P ] ⊗A[P+] M . When M = C∞(N0, o)

then MP
c = C∞c (N, o) and MP = C∞(N, o) with the natural o[P ]−module structure. We

have the natural o-algebra embedding

F 7→ σ0 ◦ F ◦ ev0 : EndoM → EndoM
P .

sending idM to the idempotent R0 = σ0 ◦ ev0 in EndoM
P .

Proposition 1.2. There exists a unique o[P ]-linear map

Res : C∞c (N, o)→ EndoM
P

sending 1N0
to R0; moreover Res is an algebra homomorphism.

The topology of N is totally disconnected and by a general argument, the functor of
compact global sections is an equivalence of categories from the P -equivariant sheaves on
N ' C to the non-degenerate modules on the skew group ring

C∞c (N, o)#P = ⊕b∈P bC∞c (N, o) .

in which the multiplication is determined by the rule (b1f1)(b2f2) = b1b2f
b2
1 f2 for bi ∈

P, fi ∈ C∞c (N, o) and f b21 (.) = f1(b2.).

Theorem 1.3. The functor of sections over N0 ' C0 from the P -equivariant sheaves on
N ' C to the étale o[P+]-modules is an equivalence of categories.

The space of global sections of a P -equivariant sheaf S on C is S(C) = S(C0)P .

1.6 Generalities on G-equivariant sheaves on G/P

The functor of global sections from the G-equivariant sheaves on G/P to the modules on
the skew group ring AG/P = C∞(G/P, o)#G is an equivalence of categories. We have the
intermediate ring A

AC = C∞c (C, o)#P ⊂ A = ⊕g∈GgC∞c (g−1C ∩ C, o) ⊂ AG/P ,

and the o-module
Z = ⊕g∈GgC∞c (C, o)

which is a left ideal of AG/P and a right A-submodule.

Proposition 1.4. The functor

Z 7→ Y (Z) = Z ⊗A Z

from the non-degenerate A-modules to the AG/P -modules is an equivalence of categories;
moreover the G-sheaf on G/P corresponding to Y (Z) extends the P -equivariant sheaf on
C corresponding to Z|AC .
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Given an étale o[P+]-module M , we consider the problem of extending to A the o-
algebra homomorphism

Res : AC → Endo(M
P
c ) ,

∑
b∈P

bfb 7→ b ◦ Res(fb) .

We introduce the subrings

A0 = 1C0A1C0 = ⊕g∈GgC∞(g−1C0 ∩ C0, o) ⊂ A ,

AC0 = 1C0AC1C0 = ⊕b∈P bC∞(b−1C0 ∩ C0, o) ⊂ AC .

The skew monoid ring AC0 = C∞(C0, o)#P+ = ⊕b∈P+
bC∞(C0, o) is contained in AC0.

The intersection g−1C0 ∩ C0 is not 0 if and only if g ∈ N0PN0. The subring Res(AC0) of
Endo(M

P ) necessarily lies in the image of Endo(M).
The group P acts on A by (b, y) 7→ (b1G/P )y(b1G/P )−1 for b ∈ P , and the map

b⊗ y 7→ (b1G/P )y(b1G/P )−1 gives o[P ] isomorphisms

o[P ]⊗o[P+] A0 → A and o[P ]⊗o[P+] AC0 → AC .

Proposition 1.5. Let M be an étale o[P+]-module. We suppose given, for any g ∈
N0PN0, an element Hg ∈ Endo(M). The map

R0 : A0 → Endo(M) ,
∑

g∈N0PN0

gfg 7→
∑

g∈N0PN0

Hg ◦ res(fg)

is a P+-equivariant o-algebra homomorphism which extends Res |AC0 if and only if, for all
g, h ∈ N0PN0, b ∈ P ∩N0PN0, and all compact open subsets V ⊂ C0, the relations

H1. res(1V) ◦ Hg = Hg ◦ res(1g−1V∩C0) ,

H2. Hg ◦ Hh = Hgh ◦ res(1h−1C0∩C0) ,

H3. Hb = b ◦ res(1b−1C0∩C0) .

hold true. In this case, the unique o[P ]-equivariant map R : A → EndA(MP
c ) extending

R0 is multiplicative.

When these conditions are satisfied, we obtain a G-equivariant sheaf on G/P with
sections on C0 equal to M .

1.7 (s, res,C)-integrals Hg

Let M be an étale T+-module M over Λ`α(N0) with the weak topology. We denote
by Endconto (M) the o-module of continuous o-linear endomorphisms of M , and for g in
N0PN0, by Ug ⊆ N0 the compact open subset such that

Ugw0P/P = g−1C0 ∩ C0 .

For u ∈ Ug, we have a unique element α(g, u) ∈ N0T such that guw0N = α(g, u)uw0N.
We consider the map

αg,0 : N0 →Endconto (M)

αg,0(u) = Res(1C0) ◦ α(g, u) ◦ Res(1C0) for u ∈ Ug and αg,0(u) = 0 otherwise.

The module M is Hausdorff complete but not compact, also we introduce a notion of
integrability with respect to a special family C of compact subsets C ⊂M , i.e. satisfying:

C(1) Any compact subset of a compact set in C also lies in C.
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C(2) If C1, C2, . . . , Cn ∈ C then
⋃n
i=1 Ci is in C, as well.

C(3) For all C ∈ C we have N0C ∈ C.

C(4) M(C) :=
⋃
C∈C C is an étale o[P+]-submodule of M .

A map from M(C) to M is called C-continuous if its restriction to any C ∈ C is
continuous. The o-module HomCont

o (M(C),M) of C-continuous o-linear homomorphisms
from M(C) to M with the C-open topology, is a topological complete o-module.

For s ∈ T++, the open compact subgroups Nk = skN0s
−k ⊂ N for k ∈ Z, form a

decreasing sequence of union N and intersection {1}. A map F : N0 → HomCont
A (M(C),M)

is called (s, res,C)-integrable if the limit∫
N0

Fd res := lim
k→∞

∑
u∈J(N0/Nk)

F (u) ◦ res(1uNk) ,

where J(N0/Nk) ⊆ N0, for any k ∈ N, is a set of representatives for the cosets in N0/Nk,
exists in HomCont

A (M(C),M) and is independent of the choice of the sets J(N0/Nk). We
denote by Hg,J(N0/Nk) the sum in the right hand side when F = αg,0(.)|M(C).

Proposition 1.6. For all g ∈ N0PN0, the map αg,0(.)|M(C) : N0 → HomCont
A (M(C),M)

is (s, res, C)-integrable when

C(5) For any C ∈ C the compact subset ψs(C) ⊆M also lies in C.

T(1) For any C ∈ C such that C = N0C, any open A[N0]-submodule M of M , and any
compact subset C+ ⊆ L+ there exists a compact open subgroup P1 = P1(C,M, C+) ⊆
P0 and an integer k(C,M, C+) ≥ 0 such that

sk(1− P1)C+ψ
k
s ⊆ E(C,M) for any k ≥ k(C,M, C+) .

The integrals Hg of αg,0(.)|M(C) satisfy the relations H1, H2, H3, when they belong to
EndA(M(C)), and when

C(6) For any C ∈ C the compact subset ϕs(C) ⊆M also lies in C.

T(2) Given a set J(N0/Nk) ⊂ N0 of representatives for cosets in N0/Nk, for k ≥ 1, for
any x ∈M(C) and g ∈ N0PN0 there exists a compact A-submodule Cx,g ∈ C and a
positive integer kx,g such that Hg,J(N0/Nk)(x) ⊆ Cx,g for any k ≥ kx,g.

When C satisfies C(1), . . . ,C(6) and the technical properties T(1),T(2) are true, we
obtain a G-equivariant sheaf on G/P with sections on C0 equal to M(C).

1.8 Main theorem

Let M be an étale T+-module M over Λ`α(N0) with the weak topology and let s ∈ T++.
We have the natural T+-equivariant quotient map

`M : M → D = OE,α ⊗`α M , m 7→ 1⊗m

from M to D = D(M) ∈MOE,α(T+), of T+-equivariant section

ιD : D →M = Λ`α(N0)⊗ια D , d 7→ 1⊗ d .

We note that o[N0]ιD(D) is dense in M . A lattice D0 in D is a Λ(Zp)-submodule generated
by a finite set of generators of D over OE . When D is killed by a power of p, the o-module

M bd
s (D0) := {m ∈M | `M (ψks (u−1m)) ∈ D0 for all u ∈ N0 and k ∈ N}

of M is compact and is a Λ(N0)-module. Let Cs be the family of compact subsets of
M contained in M bd

s (D0) for some lattice D0 of D, and let M bd
s = ∪D0M

bd
s (D0) the
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union being taken over all lattices D0 in D. In general, M is p-adically complete, M/pnM
is an étale T+-module over Λ`α(N0), and D/pnD = D(M/pnM). We denote by pn :
M → M/pnM the reduction modulo pn, and by Cs,n the family of compact subsets
constructed above for M/pnM . We define the family Cs of compact subsets C ⊂M such
that pn(C) ∈ Cs,n for all n ≥ 1, and the o-module M bd

s of m ∈ M such that the set of
`M (ψks (u−1m)) for k ∈ N, u ∈ N0 is bounded in D for the weak topology.

By reduction to the easier case where M is killed by a power of p, we show that Cs
satisfies C(1), . . . ,C(6) and that the technical properties T(1),T(2) are true.

Proposition 1.7. Let M be an étale T+-module M over Λ`α(N0) and let s ∈ T++.
(i) M bd

s is a dense Λ(N0)[T+]-étale submodule of M containing ιD(D).
(ii) For g ∈ N0PN0, the (s, res,Cs)-integrals Hg,s of αg,0|Mbd

s
exist, lie in Endo(M

bd
s ),

and satisfy the relations H1, H2, H3.
(iii) For s1, s2 ∈ T++, there exists s3 ∈ T++ such that M bd

s3 contains M bd
s1 ∪M

bd
s2 and

Hg,s1 = Hg,s2 on M bd
s1 ∩M

bd
s2 .

The endomorphisms Hg,s ∈ Endo(M
bd
s ) induce endomorphisms of ∩s∈T++

M bd
s and of

∪s∈T++
M bd
s =

∑
s∈T++

M bd
s satisfying the relations H1, H2, H3. Moreover ∪s∈T++

M bd
s and

∩s∈T++
M bd
s are Λ(N0)[T+]-étale submodules of M containing ιD(D). Our main theorem

is the following:

Theorem 1.8. There are faithful functors

Y∩, (Ys)s∈T++
, Y∪ :Met

OE,α(T+) −→ G-equivariant sheaves on G/P ,

sending D = D(M) to a sheaf with sections on C0 equal to the dense Λ(N0)[T+]-submodules
of M ⋂

s∈T++

M bd
s , (M bd

s )s∈T++
, and

⋃
s∈T++

M bd
s ,

respectively.

When G = GL(2,Qp), the sheaves Ys(D) are all equal to the G-equivariant sheaf on
G/P ' P1(Qp) of global sections D � P1 constructed by Colmez. When the root system
of G is irreducible of rank > 1, we check that ∪s∈T++

M bd
s is never equal to M .

1.9 Structure of the paper

In section 2, we consider a general commutative (unital) ring A and A-modulesM with two
endomorphisms ψ,ϕ such that ψ ◦ ϕ = id. We show that the induction functor IndZ

N,ψ =
lim←−ψ is exact and that the module A[Z]⊗N,ϕM is isomorphic to the subrepresentation of

IndZ
N,ψ(M) = lim←−ψM generated by the elements of the form (ϕk(m))k∈N.

In section 3, we consider a general monoid P+ = N0 o L+ contained in a group P
with the property that N0 is a group such that tN0t

−1 ⊂ N0 has a finite index for all
t ∈ L+ and we study the étale A[P+]-modules M . We show that the inverse monoid
P− = L−N0 ⊂ P acts on M , the inverse of t ∈ L+ acting by the left inverse ψt of the
action ϕt of t with kernel

∑
uϕt(M) for u ∈ N0 not in tN0t

−1. We add the hypothesis
that L+ contains a central element s such that the sequence (skN0s

−k)k∈Z is decreasing of
trivial intersection, of union a group N , and that P = N oL is the semi-direct product of
N and of L = ∪k∈NL−sk. An A[P+]-submodule of M is étale if and only if it is stable by
ψs. The representation MP of P induced by M |P− , restricted to N is the representation
induced from M |N0

, and restricted to sZ is the representation lim←−ψsM induced from

M |s−N . The natural A[P+]-embeddingM →MP generates a subrepresentationMP
c ofMP

isomorphic to A[P ]⊗A[P+]M. When N is a locally profinite group and N0 an open compact
subgroup, we show the existence and the uniqueness of a unit-preserving A[P+]-map
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res : C∞(N0, A)→ EndA(M), we extend it uniquely to an A[P ]-map Res : C∞(N,A)→
EndA(MP ), and we prove our first theorem: the equivalence between the P -equivariant
sheaves of A-modules on N and the étale A[P+]-modules on N0.

In section 4, we suppose that A is a linearly topological commutative ring, that P is
a locally profinite group and that M is a complete linearly topological A-module with a
continuous étale action of P+ such that the action of P− is also continuous, or equivalently
ψs is continuous (we say that M is a topologically étale module). Then MP is complete
for the compact-open topology and Res is a measure on N with values in the algebra
Econt of continuous endomorphisms of MP . We show that Econt is a complete topological
ring for the topology defined by the ideals EcontL of endomorphisms with image in an open
A-submodule L ⊂ MP , and that any continuous map N → Econt with compact support
can be integrated with respect to Res.

In section 5, we introduce a locally profinite group G containing P as a closed subgroup
with compact quotient set G/P , such that the double cosets P\G/P admit a finite system
W of representatives normalizing L, of image in NG(L)/L equal to a group, and the image
C = Pw0P/P in G/P of a double coset (with w0 ∈W ) is open dense and homeomorphic
to N by the map n 7→ nw0P/P . We show that any compact open subset of G/P is a
finite disjoint union of g−1Uw0P/P for g ∈ G and U ⊂ N a compact open subgroup. We
prove the basic result that the G-equivariant sheaves of A-modules on G/P identify with
modules over the skew group ring C∞(G/P,A)#G, or with non-degenerate modules over a
(non unital) subring A, and that an étale A[P+]-module M endowed with endomorphisms
Hg ∈ EndA(M), for g ∈ N0PN0, satisfying certain relations H1, H2, H3, gives rise to a
non-degenerate A-module. For g ∈ G we denote Ng ⊂ N such that Ngw0P/P = g−1C ∩C.
We study the map α from the set of (g, u) with g ∈ G and u ∈ Ng to P defined by guw0N =
α(g, u)uw0N . In particular, we show the cocycle relation α(gh, u) = α(g, h.u)α(h, u) when
each term makes sense. When M is compact, then MP is compact and the action of P
on MP induces a continuous map P → Econt. We show that the A-linear map A →
Econt given by the integrals of α(g, .)f(.) with respect to Res, for f ∈ C∞c (Ng, A), is
multiplicative. As explained above, we obtain a G-equivariant sheaf of A-modules on
G/P with sections M on C0.

In section 6, we do not suppose that M is compact and we introduce the notion
of (s, res,C)-integrability for a special family C of compact subsets of M . We give an
(s, res,C)-integrability criterion for the function αg,0(u) = Res(1N0

)α(gh, u) Res(1N0
) on

the open subset Ug ⊂ N0 such that Ugw0P/P = g−1C0 ∩ C0, for g ∈ N0w0Pw0N0, a
criterion which ensures that the integrals Hg of αg,0 satisfy the relations H1, H2, H3,
as well as a method of reduction to the case where M is killed by a power of p. When
these criterions are satisfied, as explained in section 5, one gets a G-equivariant sheaf of
A-modules on G/P with sections M on C0.

The section 7 concerns classical (ϕ,Γ)-modules over OE , seen as étale o[P
(2)
+ ]-module

D, where the upper exponent indicates that P
(2)
+ is the upper triangular monoid P+ of

GL(2,Qp). Using the properties of treillis we apply the method explained in section 6 to
this case and we obtain the sheaf constructed by Colmez.

In section 8 we consider the case where N0 is a compact p-adic Lie group endowed

with a continuous non-trivial homomorphism ` : N0 → N
(2)
0 with a section ι, that L∗ ⊂ L

is a monoid acting by conjugation on N0 and ι(N
(2)
0 ), that ` extends to a continuous

homomorphism ` : P∗ = N0 o L∗ → P
(2)
+ sending L∗ to L

(2)
+ and that ι is L∗ equivari-

ant. We consider the abelian categories of étale L∗-modules finitely generated over the
microlocalized ring Λ`(N0) resp. over OE (with the action of L∗ induced by `). Between
these categories we have the base change functors given by the natural L∗-equivariant
algebra homomorphisms ` : Λ`(N0) → OE and ι : OE → Λ`(N0). We show our second
theorem: the base change functors are quasi-inverse equivalences of categories. When L∗
contains an open topologically finitely generated pro-p-subgroup, we show that an étale
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L∗-module over OE is automatically topologically étale for the weak topology; the result
extends to étale L∗-modules over Λ`(N0), with the help of this last theorem.

In the section 9, we suppose that ` : P → P (2)(Qp) is a continuous homomorphism
with `(L) ⊂ L(2)(Qp), and that ι : N (2)(Qp)→ N is a L-equivariant section of `|N (as L
acts on N (2)(Qp) via `) sending `(N0) in N0. The assumptions of section 8 are satisfied
for L∗ = L+. Given an étale L+-module M over Λ`(N0), we exhibit a special family Cs
of compact subsets in M which satisfies the criterions of section 6 with M(Cs) equal to
a dense Λ(N0)[L+]-submodule M bd

s ⊂ M . We obtain our third theorem: there exists a
faithful functor from the étale L+-modules over Λ`(N0) to the G-equivariant sheaves on
G/P sending M to the sheaf with sections M bd

s on C0.
In section 10, we check that our theory applies to the group G(Qp) of rational points of

a split reductive group of Qp, to a Borel subgroup P (Qp) of maximal split torus T (Qp) = L
and to a natural homomorphism `α : P (Qp)→ P (2)(Qp) associated to a simple root α. We
obtain our main theorem: there are compatible faithful functors from the étale T (Qp)+-
modules D over OE (where T (Qp)+ acts via α) to the G(Qp)-equivariant sheaves on
G(Qp)/P (Qp) sheaves with sections M(D)bds on C0, for all strictly dominant s ∈ T (Qp).
When the root system of G is irreducible of rank > 1, we show that ∪sM bd

s 6= M = M(D).
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we would like to thank the anonymous referee for a very careful reading of the manuscript
and his suggestions for improving the presentation.

2 Induction IndGH for monoids H ⊂ G

A monoid is supposed to have a unit.

2.1 Definition and remarks

Let A be a commutative ring, let G be a monoid and let H be a submonoid of G. We
denote by A[G] the monoid A-algebra of G and by MA(G) the category of left A[G]-
modules, which has no reason to be equivalent to the category of right A[G]-modules.
One can construct A[G]-modules starting from A[H]-modules in two natural ways, by
taking the two adjoints of the restriction functor ResGH : MA(G)→MA(H) from G to H.
For M ∈MA(H) and V ∈MA(G) we have the isomorphism

HomA[G](A[G]⊗A[H] M,V )
'−−→ HomA[H](M,V )

and the isomorphism

(1) HomA[G](V,HomA[H](A[G],M))
'−−→ HomA[H](V,M) .

For monoid algebras, restriction of homomorphisms induces the identification

HomA[H](A[G],M) = IndGH(M)

where IndGH(M) is formed by the functions

f : G→M such that f(hg) = hf(g) for any h ∈ H, g ∈ G ;
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the group G acts by right translations, gf(x) = f(xg) for g, x ∈ G. The isomorphism (1)
pairs φ of the left side and Φ of the right side satisfying ([14] I.5.7)

φ(v)(g) = Φ(gv) for (v, g) ∈ V ×G.

It is well known that the left and right adjoint functors of ResGH are transitive (for monoids
H ⊂ K ⊂ G), the left adjoint is right exact, the right adjoint is left exact.

We observe important differences between monoids and groups:
1) The binary relation g ∼ g′ if g ∈ Hg′ is not symmetric, there is no “quotient space”

H\G, no notion of function with finite support modulo H in IndGH(M).
2) When hM = 0 for some h ∈ H such that hG = G, then IndGH(M) = 0. Indeed

f(hg) = hf(g) implies f(hg) = 0 for any g ∈ G.
3) When G is a group generated, as a monoid, by H and the inverse monoid H−1 :=

{h ∈ G | h−1 ∈ H}, and when M in an A[H]-module such that the action of any element
h ∈ H on M is invertible, then f(g) = gf(1) for all g ∈ G and f ∈ IndGH(M). This
can be seen by induction on the minimal number m ∈ N such that g = g1 . . . gm with
gi ∈ H ∪ H−1. Then g1 ∈ H implies f(g) = g1f(g2 . . . gm), and g1 ∈ H−1 implies
f(g2 . . . gm) = f(g−1

1 g1g2 . . . gm) = g−1
1 f(g). The representation IndGH(M) is isomorphic

by f 7→ f(1) to the natural representation of G on M .

2.2 From N to Z
An A-module with an endomorphism ϕ is equivalent to an A[N]-module, ϕ being the action
of 1 ∈ N, and an A-module with an automorphism ϕ is equivalent to an A[Z]-module.
When ϕ is bijective, A[Z]⊗A[N] M and IndZ

N(M) are isomorphic to M .

In general, A[Z]⊗A[N] M is the limit of an inductive system and IndZ
N(M) is the limit

of a projective system. The first one is interesting when ϕ is injective, the second one
when ϕ is surjective.

For r ∈ N let Mr = M . The general element of Mr is written xr with x ∈ M . Let
lim−→ (M,ϕ) be the quotient of tr∈NMr by the equivalence relation generated by ϕ(x)r+1 ≡
xr, with the isomorphism induced by the maps xr → ϕ(x)r : Mr →Mr of inverse induced
by the maps xr → xr+1 : Mr → Mr+1. Let x 7→ [x] : Z → A[Z] be the canonical map.
The maps xr → [−r] ⊗ x : Mr → A[Z] ⊗A[N] M for r ∈ N induce an isomorphism of
A[Z]-modules

lim−→ M → A[Z]⊗A[N] M .

Let

(2) lim←− M := {x = (xm)m∈N ∈
∏
m∈N

M : ϕ(xm+1) = xm for any m ∈ N}

seen as an A[Z]-module via the automorphism

x 7→ (ϕ(x0), x0, x1, . . .) = (ϕ(x0), ϕ(x1), ϕ(x2) . . .)

of inverse x 7→ (x1, x2, . . .) . The map f 7→ (f(−m))m∈N is an isomorphism of A[Z]-
modules

IndZ
N(M) → lim←− M .

The submodules of M

Mϕ∞=0 := ∪k∈NMϕk=0 , ϕ∞(M) := ∩n∈N ϕn(M)

are stable by ϕ. The inductive limit sees only the quotient M/Mϕ∞=0 and the projective
limit sees only the submodule ϕ∞(M),

lim−→ M = lim−→ (M/Mϕ∞=0) , lim←− M = lim←− (ϕ∞(M)) .
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Lemma 2.1. Let 0→ M1 → M2 → M3 → 0 be an exact sequence of A-modules with an
endomorphism ϕ.

a) The sequence
0→ lim−→ M1 → lim−→ M2 → lim−→ M3 → 0

is exact.
b) When ϕ is surjective on M1, the sequence

0→ lim←− M1 → lim←− M2 → lim←− M3 → 0

is exact.

Proof. This is a standard fact on inductive and projective limits.

2.3 (ϕ, ψ)-modules

Let M be an A-module with two endomorphisms ψ,ϕ such that ψ ◦ ϕ = 1. Then ψ is
surjective, ϕ is injective, the endomorphism ϕ ◦ ψ is a projector of M giving the direct
decomposition

(3) M = ϕ(M)⊕Mψ=0 , m = (ϕ ◦ ψ)(m) + mψ=0

for m ∈ M and mψ=0 ∈ Mψ=0 the kernel of ψ. We consider the representation of Z
induced by (M,ψ) as in (2.2),

IndZ
N,ψ(M) ' lim←−

ψ

M .

On the induced representation ψ is an isomorphism and we introduce ϕ := ψ−1. As ψ is
surjective on M , the map ev0 : IndZ

N,ψ(M)→M , corresponding to the map

lim←−
ψ

M → M, (xm)m∈N 7→ x0

is surjective. A splitting is the map σ0 : M → IndZ
N,ψ(M) corresponding to

(4) M → lim←−
ψ

M , x 7→ (ϕm(x))m∈N .

Obviously ev0 is ψ-equivariant, σ0 is ϕ-equivariant, ev0 ◦ σ0 = idM , and

R0 := σ0 ◦ ev0 ∈ EndA(IndZ
N,ψ(M))

is an idempotent of image σ0(M).

Definition 2.2. The representation of Z compactly induced from (M,ψ) is the subrepre-
sentation c-IndZ

N,ψ(M) of IndZ
N,ψ(M) generated by the image of σ0(M).

We note that, for any k ≥ 1, the endomorphisms ψk, ϕk satisfy the same properties
as ψ,ϕ because ψk ◦ ϕk = 1. For any integer k ≥ 0, the value at k is a surjective map
evk : IndZ

N,ψ(M)→M , corresponding to the map

(5) lim←−
ψ

M → M, (xm)m∈N 7→ xk

of splitting σk : M → IndZ
N,ψ(M) corresponding to the map

(6) M → lim←−
ψ

M , x 7→ (ψk(x), . . . , ψ(x), x, ϕ(x), ϕ2(x), . . .) .
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The following relations are immediate:

evk = ev0 ◦ϕk = ψ ◦ evk+1 = evk+1 ◦ψ ,

σk = ψk ◦ σ0 = σk+1 ◦ ϕ = ϕ ◦ σk+1 .

We deduce that σk(M) ⊂ σk+1(M). Since σk(M) is ϕ-invariant we have

(7) c-IndZ
N,ψ(M) =

∑
k∈N

ψk(σ0(M)) =
∑
k∈N

σk(M) =
⋃
k∈N

σk(M) .

In lim←−
ψ

(M) the subspace of (xm)m∈N such that xk+r = ϕk(xr) for all k ∈ N and for some

r ∈ N, is equal to c-IndZ
N,ψ(M). The definition of c-IndZ

N,ψ(M) is functorial. We get a

functor c-IndZ
N,ψ from the category of A-modules with two endomorphisms ψ,ϕ such that

ψ ◦ ϕ = 1 (a morphism commutes with ψ and with ϕ) to the category of A[Z]-modules.

Proposition 2.3. The map

A[Z]⊗A[N],ϕM → HomA[N],ψ(A[Z],M) = IndZ
N,ψ(M)

[k]⊗m 7→ (ϕk ◦ σ0)(m)

induces an isomorphism from the tensor product A[Z]⊗A[N],ϕM to the compactly induced

representation c-IndZ
N,ψ(M) (note that ψ and ϕ appear).

Proof. From (3) and the relations between the σk we have for m ∈M,k ∈ N, k ≥ 1,

σk(m) = σk−1(ψ(m)) + σk(mψ=0) .

By induction
∑
k∈N σk(M) = σ0(M) +

∑
k≥1 σk(Mψ=0). Using (6) one checks that the

sum is direct, hence by (7),

c-IndZ
N,ψ(M) = σ0(M)⊕ (⊕k≥1σk(Mψ=0)) .

On the other hand, one deduces from (3) that

A[Z]⊗A[N],ϕM = ([0]⊗M)⊕ (⊕k≥1([−k]⊗Mψ=0)) .

With the lemma 2.1 we deduce:

Corollary 2.4. The functor c-IndZ
N,ψ is exact.

We have two kinds of idempotents in EndA(IndZ
N,ψ(M)), for k ∈ N, defined by

(8) Rk := σ0 ◦ ϕk ◦ ψk ◦ ev0 , R−k := ψk ◦R0 ◦ ϕk = σk ◦ evk .

The first ones are the images of the idempotents rk := ϕk ◦ ψk ∈ EndA(M) via the ring
homomorphism

(9) EndA(M) → EndA IndZ
N,ψ(M) , f 7→ σ0 ◦ f ◦ ev0 .

The second ones give an isomorphism from IndZ
N,ψ(M) to the limit of the projective system

(σk(M), R−k : σk+1(M)→ σk(M)).
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Lemma 2.5. The map f 7→ (R−k(f))k∈N is an isomorphism from IndZ
N,ψ(M) to

lim←−
R−k

(σk(M)) := {(fk)k∈N | fk ∈ σk(M) , fk = R−k(fk+1) for k ∈ N }

of inverse (fk)k∈N → f with evk(f) = evk(fk).

Remark 2.6. As ϕ is injective, its restriction to ∩n∈Nϕn(M) is an isomorphism and the
following A[Z]-modules are isomorphic (section 2.2):

IndZ
N,ϕ(M) ' lim←−

ϕ

M ' ∩n∈Nϕn(M) .

As ψ is surjective, its action on the quotient M/Mψ∞=0 is bijective and the following
A[Z]-modules are isomorphic (section 2.2):

A[Z]⊗A[N],ψ M ' lim−→
ψ

M ' M/Mψ∞=0.

Remark 2.7. When the A-module M is noetherian, a ψ-stable submodule of M which
generates M as a ϕ-module is equal to M .

Proof. Let N be a submodule of M . As M is noetherian there exists k ∈ N such that
the ϕ-stable submodule of M generated by N is the submodule Nk ⊂ M generated by
N,ϕ(N), . . . , ϕk(N). When N is ψ-stable we have ψk(Nk) = N and when N generates M
as a ϕ-module we have M = Nk. In this case, M = ψk(M) = ψk(Nk) = N.

3 Etale P+-modules

Let P = NoL be a semi-direct product of an invariant subgroup N and of a group L and
let N0 ⊂ N be a subgroup of N . For any subgroups V ⊂ U ⊂ N , the symbol J(U/V ) ⊂ U
denotes a set of representatives for the cosets in U/V .

The group P acts on N by

(b = nt, x)→ b.x = ntxt−1

for n, x ∈ N and t ∈ L. The P -stabilizer {b ∈ P | b.N0 ⊂ N0} of N0 is a monoid

P+ = N0L+

where L+ ⊂ L is the L-stabilizer of N0. Its maximal subgroup {b ∈ P | b.N0 = N0} is the
intersection P0 = N0 o L0 of P+ with the inverse monoid P− = L−N0 where L− is the
inverse monoid of L+ and L0 is the maximal subgroup of L+.

We suppose that the subgroup t.N0 = tN0t
−1 ⊂ N0 has a finite index, for all t ∈ L+.

Let A be a commutative ring and let M be an A[P+]-module, equivalently an A[N0]-
module with a semilinear action of L+.

The action of b ∈ P+ on M is denoted by ϕb. If b ∈ P0 then ϕb is invertible and we also
write ϕb(m) = bm , ϕ−1

b (m) = b−1m for m ∈M . The action ϕt ∈ EndA(M) of t ∈ L+ is
A[N0]-semilinear:

(10) ϕt(xm) = ϕt(x)ϕt(m) for x ∈ A[N0], m ∈M .

14



3.1 Etale module M

The group algebra A[N0] is naturally an A[P+]-module. For t ∈ L+ the map ϕt is injective
of image A[tN0t

−1], and

A[N0] = ⊕u∈J(N0/tN0t−1)uA[tN0t
−1] .

Definition 3.1. We say that M is étale if, for any t ∈ L+, the map ϕt is injective and

(11) M = ⊕u∈J(N0/tN0t−1) u ϕt(M) .

An equivalent formulation is that, for any t ∈ L+, the linear map

A[N0]⊗A[N0],ϕt M →M , x⊗m 7→ xϕt(m)

is bijective. For M étale and t ∈ L+, let ψt ∈ EndA(M) be the unique canonical left
inverse of ϕt of kernel

Mψt=0 =
∑

u∈(N0−tN0t−1)

uϕt(M) .

The trivial action of P+ on M is not étale, and obviously the restriction to P+ of a
representation of P is not always étale.

Lemma 3.2. Let M be an étale A[P+]-module. For t ∈ L+, the kernel Mψt=0 is an
A[tN0t

−1]-module, the idempotents in EndAM

(u ◦ ϕt ◦ ψt ◦ u−1)u∈J(N0/tN0t−1)

are orthogonal of sum the identity. Any m ∈M can be written

(12) m =
∑

u∈J(N0/tN0t−1)

uϕt(mu,t)

for unique elements mu,t ∈M , equal to mu,t = ψt(u
−1m).

Proof. The kernel Mψt=0 is an A[tN0t
−1]-module because N0 − tN0t

−1 is stable by left
multiplication by tN0t

−1. The endomorphism ϕt ◦ ψt is an idempotent because ψt ◦ ϕt =
idM . Then apply (11) and notice that m ∈M is equal to

m =
∑

u∈J(N0/tN0t−1)

(u ◦ ϕt ◦ ψt ◦ u−1)(m) .

Remark 3.3. 1) An A[P+]-module M is étale when, for any t ∈ L+, the action ϕt of t
admits a left inverse ft ∈ EndAM such that the idempotents (u◦ϕt◦ft◦u−1)u∈J(N0/tN0t−1)

are orthogonal of sum the identity. The endomorphism ft is the canonical left inverse ψt.
2) The A[P+]-module A[N0] is étale. As A[N0] is a left and right free A[tN0t

−1]-module
of rank [N0 : tN0t

−1] we have for x ∈ A[N0] ,

x =
∑

u∈J(N0/tN0t−1)

uϕt(xu,t) =
∑

u∈J(N0/tN0t−1)

ϕt(x
′
u,t)u

−1

where xu,t = ψt(u
−1x), x′u,t = ψt(xu) and ψt is the left inverse of ϕt of kernel∑
u∈N0−tN0t−1

uA[tN0t
−1] =

∑
u∈N0−tN0t−1

A[tN0t
−1]u−1.
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Let M be an étale A[P+]-module and t ∈ L+. We denote m 7→ mψt=0 : M → Mψt=0

the projector idM −ϕt ◦ ψt along the decomposition M = ϕt(M)⊕Mψt=0.

Lemma 3.4. Let x ∈ A[N0] and m ∈M . We have

ψt(ϕt(x)m) = xψt(m) , ψt(xϕt(m)) = ψt(x)m ,

(ϕt(x)m)ψt=0 = ϕt(x)(mψt=0) , (xϕt(m))ψt=0 = xψt=0ϕt(m) .

Proof. We multiply m = (ϕt ◦ ψt)(m) + mψt=0 on the left by ϕt(x). By the A[N0]-
semilinearity of ϕt we have ϕt(x)m = ϕt(xψt(m)) + ϕt(x)(mψt=0). As Mψt=0 is an
A[tN0t

−1]-module, the uniqueness of the decomposition implies ψt(ϕt(x)m) = xψt(m)
and (ϕt(x)m)ψt=0 = ϕt(x)(mψt=0) .

We multiply x = (ϕt ◦ ψt)(x) + xψt=0 on the right by ϕt(m). By the semilinear-
ity of ϕt we have xϕt(m) = ϕt(ψt(x)m) + xψt=0ϕt(m). As A[N0]ψt=0ϕt(M) = Mψt=0

the uniqueness of the decomposition implies ψt(xϕt(m)) = ψt(x)m , (xϕt(m))ψt=0 =
xψt=0ϕt(m).

Lemma 3.5. Let x ∈ A[N0] and m ∈M . We have

ψt(xm) =
∑

u∈J(N0/tN0t−1)

ψt(xu)ψt(u
−1m) .

Proof. Using (12), replace m by
∑
u∈J(N0/tN0t−1) uϕt(mu,t) in ψt(xm). We get

ψt(xm) = ψt(
∑

u∈J(N0/tN0t−1)

xuϕt(mu,t)) =
∑

u∈J(N0/tN0t−1)

ψt(xu)mu,t

=
∑

u∈J(N0/tN0t−1)

ψt(xu)ψt(u
−1m)

using the first line of Lemma 3.4.

Proposition 3.6. Let M be an étale A[P+]-module. The map

b−1 = (ut)−1 7→ ψb := ψt ◦ u−1 : P− → EndA(M) for t ∈ L+ , u ∈ N0 ,

defines a canonical action of P− on M .

Proof. We check that ψb1b2 = ψb2 ◦ ψb1 for b1 = u1t1, b2 = u2t2 ∈ P+. We have ψb1b2 =
ψt1t2 ◦ (u1t1u2t

−1
1 )−1 and ψb2 ◦ψb1 = ψt2 ◦u−1

2 ◦ψt1 ◦u
−1
1 . As u−1

2 ◦ψt1 = ψt1 ◦ t1u−1
2 t−1

1 , it
remains only to show ψt2ψt1 = ψt1t2 . For the sake of simplicity, we note ϕi = ϕti , ψi = ψti .
For m ∈M we have m = ϕ1(ϕ2 ◦ ψ2(ψ1(m)) + ψ1(m)ψ2=0) +mψ1=0. This is also

m = (ϕt1t2 ◦ ψ2 ◦ ψ1)(m) + ϕ1(ψ1(m)ψ2=0) +mψ1=0

because ϕ1 ◦ϕ2 = ϕt1t2 . By the uniqueness of the decomposition m = (ϕt1t2 ◦ψt1t2)(m) +
mψt1t2=0 we are reduced to show that

Mψt1t2=0 = ϕ1(Mψ2=0) +Mψ1=0 .

It is enough to prove the inclusion Mψt1t2=0 ⊂ ϕ1(Mψ2=0) +Mψ1=0 to get the equality
because M = ϕt1t2(M)⊕ V with V equal to any of them. Hence we want to show
(13) ∑
u∈N0−t1t2N0(t1t2)−1

uϕt1t2(M) ⊂ ϕ1(
∑

u∈N0−t2N0t
−1
2

uϕ2(M)) +
∑

u∈N0−t1N0t
−1
1

uϕ1(M) .
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As ϕ1 ◦ u ◦ ϕ2 = t1ut
−1
1 ◦ ϕt1t2 the right side of (13) is∑

u∈t1N0t
−1
1 −t1t2N0(t1t2)−1

uϕt1t2(M) +
∑

u∈N0−t1N0t
−1
1

uϕ1(M) .

As ϕt1t2 = ϕ1 ◦ ϕ2 we have ϕt1t2(M) ⊂ ϕ1(M). Hence (13) is true.

Lemma 3.7. Let f : M → M ′ be an A-morphism between two étale A[P+]-modules M
and M ′. Then f is P+-equivariant if and only if f is P−-equivariant (for the canonical
action of P−).

Proof. Let t ∈ L+. We suppose that f is N0-equivariant and we show that f ◦ϕt = ϕt ◦ f
is equivalent to f ◦ ψt = ψt ◦ f . Our arguments follow the proof of ([5] Prop. II.3.4).

a) We suppose f ◦ ϕt = ϕt ◦ f . Then f(ϕt(M)) = ϕt(f(M)) is contained in ϕt(M
′)

and f(Mψt=0) =
∑
u∈N0−tN0t−1 uϕt(f(M)) is contained in M ′ψt=0. By Lemma 3.2, this

implies f ◦ϕt ◦ψt = ϕt ◦ψt ◦ f . As f ◦ϕt = ϕt ◦ f and ϕt is injective this is equivalent to
f ◦ ψt = ψt ◦ f .

b) We suppose f ◦ψt = ψt ◦ f . Let m ∈M . Then f(ϕt(m)) belongs to ϕt(M) because
ϕt(M) is the subset of x ∈ M such that ψt(u

−1x) = 0 for all u ∈ N0 − tN0t
−1 and we

have
ψt(u

−1f(ϕt(m))) = f(ψt(u
−1(ϕt(m)))) .

Let x(m) ∈M be the element such that f(ϕt(m)) = ϕt(x(m)). We have

x(m) = ψtϕt(x(m)) = ψt(f(ϕt(m))) = f(ψtϕt(m)) = f(m) .

Therefore f(ϕt(m)) = ϕt(f(m)).

Proposition 3.8. The category MA(P+)et of étale A[P+]-modules is abelian and has a
natural fully faithful functor into the abelian category MA(P−) of A[P−]-modules.

Proof. From the proposition 3.6 and the lemma 3.7, it suffices to show that the kernel
and the image of a morphism f : M → M ′ between two étale modules M,M ′, are étale.
Since the ring homomorphism ϕt is flat, for t ∈ L+, the functor Φt := A[N0]⊗A[N0],ϕt −
sends the exact sequence

(14) (E) 0→ Ker f →M →M ′ → Coker f → 0

to an exact sequence

(15) (Φt(E)) 0→ Φt(Ker f)→ Φt(M)→ Φt(M
′)→ Φt(Coker f)→ 0 ,

and the natural maps j− : Φt(−) → − define a map Φt(E) → (E). The maps jM and
jM ′ are isomorphisms because M et M ′ are étale, hence the maps jKer f and jCoker f are
isomorphisms, i.e. Ker f and Coker f are étale.

Note that a subrepresentation of an étale representation of P+ is not necessarily étale
nor stable by P−.

Remark 3.9. An arbitrary direct product or a projective limit of étale A[P+]-modules is
étale.

Proof. Since the A[tN0t
−1]-module A[N0] is free of finite rank, for t ∈ L+, the tensor

product A[N0]⊗A[tN0t−1] − commutes with arbitrary projective limits.
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3.2 Induced representation MP

Let P be a locally profinite group, semi-direct product P = N o L of closed subgroups
N,L, let N0 ⊂ N be an open profinite subgroup, and let s be an element of the centre
Z(L) of L such that L = L−s

Z (notation of the section 3) and (Nk := skN0s
−k)k∈Z is a

decreasing sequence of union N and trivial intersection.

As the conjugation action L × N → N of L on N is continuous and N0 is compact
open in N , the subgroups L0 ⊂ L,P0 ⊂ P are open and the monoids P+, P− are open in
P .

We have
P = P−s

Z = sZP+

because, for n ∈ N and t ∈ L, there exists k ∈ N and n0 ∈ N0 such that n = s−kn0s
k

and ts−k ∈ L−. Thus tn = ts−kn0s
k ∈ P−s

k and (tn)−1 ∈ s−kP+. In particular P is
generated by P+ and by its inverse P−.

Let M be an étale left A[P+]-module. We denote by ϕ the action of s on M and by ψ
the canonical left inverse of ϕ, by

MP := IndPP−(M)

the A[P ]-module induced from the canonical action of P− on M (section 2.1).
When f : P →M is an element of MP , the values of f on sN determine the values of

f on N and reciprocally because, for any u ∈ N0, k ∈ N,

f(s−kusk) = (ψk ◦ u)(f(sk)) ,

f(sk) =
∑

v∈J(N0/Nk)

(v ◦ ϕk)(f(s−kv−1sk)) .(16)

The first equality is obvious from the definition of IndPP− , the second equality is obvious

by the first equality as the idempotents (v ◦ ϕk ◦ ψk ◦ v−1)v∈J(N0/Nk) are orthogonal of
sum the identity, by the lemma 3.2.

Proposition 3.10. a) The restriction to sZ is an A[sZ]-equivariant isomorphism

MP → Inds
Z

s−N(M) .

b) The restriction to N is an N -equivariant bijection from MP to IndNN0
(M).

Proof. a) As P = P−s
Z and s−N ⊂ P− ∩ sZ (it is an equality if N is not trivial), the

restriction to sZ is a sZ-equivariant injective map MP → Inds
Z

s−N(M). To show that the

map is surjective, let φ ∈ Inds
Z

s−N(M) and b ∈ P . Then, for b = b−s
r with b− ∈ P−, r ∈ Z,

f(b) := b−φ(sr)

is well defined because the right side depends only on b, and not on the choice of (b−, r).
Indeed for two choices b = b−s

r = b′−s
r′ with b−, b

′
− ∈ P−, r ≥ r′ in Z, we have

b−φ(sr) = b′−s
r′−rφ(sr) = b′−φ(sr

′
) .

The well defined function b 7→ f(b) on P belongs obviously to MP and its restriction to
sZ is equal to φ.

b) As P− ∩N = N0 the restriction to N is an N -equivariant map MP → IndNN0
(M) .

The map is injective because the restriction to N of f ∈ MP determines the restriction
of f to sN by (16) which determines f by a). We have the natural injective map

(17) f 7→ φf : Inds
Z

s−N(M)→MP → IndNN0
(M)
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φf (s−kusk) = (ψk ◦ u)(f(sk)) for k ∈ N, u ∈ N0 ,

and we have the map

φ 7→ fφ : IndNN0
(M) → Inds

Z

s−N(M)

defined by

fφ(sk) =
∑

v∈J(N0/Nk)

(v ◦ ϕk)(φ(s−kv−1sk)) for k ∈ N.

Indeed the function fφ satisfies ψ(fφ(sk+1)) = fφ(sk) : since ψ ◦ u ◦ ϕk+1 = s−1us ◦ ϕk
when u ∈ N1 and is 0 otherwise, we have

ψ(fφ(sk+1)) = ψ(
∑

v∈J(N0/Nk+1)

(v ◦ ϕk+1)(φ(s−k−1v−1sk+1))

=
∑

v∈N1∩J(N0/Nk+1)

(s−1vs ◦ ϕk)(φ(s−k−1v−1sk+1)) .

The last term is ∑
v∈J(N0/Nk)

(v ◦ ϕk)(φ(s−kv−1sk)) = fφ(sk)

because s−1(N1 ∩ J(N0/Nk+1))s is a system of representatives of N0/Nk and each term
of the sum does not depend on the representative. Indeed for u ∈ N0,

(vskus−k ◦ ϕk)(φ(s−k(vskus−k)−1sk)

= (v ◦ ϕk ◦ u)(φ(u−1s−kv−1sk)) = (v ◦ ϕk)(φ(s−kv−1sk)) .

For u ∈ N0, k ∈ N, we have

φfφ(s−kusk) = (ψk ◦ u)fφ(sk)

=
∑

v∈J(N0/Nk)

(ψk ◦ uv ◦ ϕk)(φ(s−kv−1sk)) = φ(s−kusk)

where the last equality comes from Kerψk =
∑
u∈N0−Nk uϕ

k(M) . Moreover, we have
fφf = f as a consequence of Lemma 3.2.

Proposition 3.11. The induction functor

IndPP− : MA(P+)et →MA(P−)→MA(P )

is exact.

Proof. The canonical action of any element of P− on an étale A[P+]-module is surjective.
Apply Lemma 2.1.

Proposition 3.12. Let f ∈ MP . Let n, n′ ∈ N and t ∈ L+ and denote by k(n) the
smallest integer k ∈ N such that n ∈ N−k. We have :

(nf)(sm) = (smns−m)(f(sm)) for all m ≥ k(n),

(t−1f)(sm) = ψt(f(sm)) and (sf)(sm) = f(sm+1) for all m ∈ Z,

(skf)(n′) =
∑

v∈J(N0/Nk)

vϕk(f(s−kv−1n′sk)) for all k ≥ 1,

(t−1f)(n′) = ψt(f(tn′t−1)) and (nf)(n′) = f(n′n) .
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Proof. The formulas (sf)(sm) = f(sm+1), (nf)(n′) = f(n′n) are obvious. It is clear that

(t−1f)(sm) = f(smt−1) = f(t−1sm) = t−1(f(sm)) = ψt(f(sm)) ,

(t−1f)(n′) = f(nt−1) = f(t−1tn′t−1) = t−1(f(tn′t−1)) = ψt(f(tn′t−1)) .

nf(sm) = f(smn) = f(smns−msm) = (smns−m)f(sm) .

Using Lemma 3.2, we write

(skf)(n′) =
∑

v∈J(N0/Nk)

vϕk(ψk(v−1((skf)(n′)))) ,

ψk(v−1((skf)(n′))) = ψk(v−1(f(n′sk))) = ψk(f(v−1n′sk)) = f(s−kv−1n′sk) .

We obtain (skf)(n′) =
∑
v∈J(N0/Nk) vϕ(f(s−kv−1n′sk)) .

Definition 3.13. The s-model and the N -model of MP are the spaces Inds
Z

s−N(M) '
lim←−
ψ

M and IndNN0
(M), respectively, with the action of P described in proposition 3.12.

3.3 Compactly induced representation MP
c

The map
ev0 : MP → M , f 7→ f(1) ,

admits a splitting
σ0 : M →MP

For m ∈ M , σ0(m) vanishes on N −N0 and is equal to nm on n ∈ N0 and to ϕk(m) on
sk for k ∈ N. In particular, by proposition 3.10.b, σ0 is independent of the choice of s.

Lemma 3.14. The map ev0 is P−-equivariant, the map σ0 is P+-equivariant, the A[P+]-
modules σ0(M) and M are isomorphic.

Proof. It is clear on the definition of MP that ev0 is P−-equivariant. We show that σ0 is
L+-equivariant using the s-model. Let t ∈ L+. We choose t′ ∈ L+, r ∈ N with t′t = sr.
Then ϕt′ϕt = ϕr and ϕt = ψt′ϕ

r. We obtain for tσ0(m)(sk) = σ0(m)(skt) the following
expression

σ0(m)(t′−1sk+r) = ψt′(σ0(m)(sk+r))

= ψt′ϕ
r+k(m) = ϕtϕ

k(m) = ϕkϕt(m) = σ0(tm)(sk) .

Hence tσ0(m) = σ0(tm). We show that σ0 is N0-equivariant using the N -model. Let
n0 ∈ N0 and m ∈M . Then n0σ0(m) = σ0(n0m), because for k ∈ N, u ∈ N0,

n0σ0(m)(s−kusk) = σ0(m)(s−kuskn0) = σ0(m)(s−kuskn0s
−ksk)

= (ψk ◦ uskn0s
−k ◦ ϕk)(m) = (ψk ◦ u ◦ ϕk)(n0m) = σ0(n0m)(s−kusk) .

The compact induction of M from P− to P is defined to be the A[P ]-submodule

c-IndPP−(M) := MP
c

20



of MP generated by σ0(M). The space MP
c is the subspace of functions f ∈ MP with

compact restriction to N , equivalently such that f(sk+r) = ϕk(f(sr)) for all k ∈ N and
some r ∈ N. The restriction to sZ is an sZ-isomorphism (proposition 3.10)

MP
c → c-Inds

Z

s−N,ψ(M) .

By proposition 2.3, the map

A[P ]⊗A[P+] M → c-IndPP−(M)

[s−k]⊗m 7→ (ϕ−k ◦ σ0)(m)

is an isomorphism.

Lemma 3.15. The compact induction functor from P− to P is isomorphic to

(18) c-IndPP− ' A[P ]⊗A[P+] : MA(P+)et → MA(P ) ,

and is exact.

Proof. For the exactness see Corollary 2.4.

3.4 P -equivariant map Res : C∞c (N,A)→ EndA(MP )

Let C∞c (N,A) be the A-module of locally constant compactly supported functions on N
with values in A, with the usual product of functions and with the natural action of P ,

P × C∞c (N,A) → C∞c (N,A) , (b, f) 7→ (bf)(x) = f(b−1.x) .

For any open compact subgroup U ⊂ N , the subring C∞(U,A) ⊂ C∞c (N,A) of functions
f supported in U , has a unit equal to the characteristic function 1U of U , and is stable
by the P -stabilizer PU of U . We have b1U = 1b.U . The A[PU ]-module C∞(U,A) and the
A[P ]-module C∞c (N,A) are cyclic generated by 1U . The monoid P+ = N0L+ acts on
EndA(M) by

P+ × EndA(M) → EndA(M)

(b, F ) 7→ ϕb ◦ F ◦ ψb .

Note that we have ψut = ψt ◦ u−1.

Proposition 3.16. There exists a unique P+-equivariant A-linear map

res : C∞(N0, A) → EndA(M)

respecting the unit. It is a homomorphism of A-algebras.

Proof. If the map res exists, it is unique because the A[P+]-module C∞(N0, A) is gen-
erated by the unit 1N0

. The existence of res is equivalent to lemma 3.2 as we will show
below. For b ∈ P+ we have the idempotent

(19) res(1b.N0
) := ϕb ◦ ψb ∈ EndA(M) .

We claim that for any finite disjoint union b.N0 =
∐
i∈I bi.N0 with bi ∈ P+, the idempo-

tents res(1bi.N0
) are orthogonal of sum res(1b.N0

). We may assume that b = 1, since the
inclusion bi.N0 ⊂ b.N0 yields b−1bi ∈ P+. Write bi = uiti with ui ∈ N0 and ti ∈ L+, and
choose t′ ∈ L+ such that t′ ∈ tiL+, say t′ = tili (with li ∈ L+). Let (nij)j be a system of
representatives for N0/li.N0. Since M is étale, lemma 3.2 shows that, for each i, the idem-
potents (ϕnij li ◦ ψnij li)j are orthogonal, with sum idM . Note that (vij := uitinijt

−1
i )(i,j)

form a system of representatives for N0/t
′.N0, so again by lemma 3.2 the idempotents
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(ϕvijt′ ◦ψvijt′)(i,j) are orthogonal with sum idM . The claim follows, since vijt
′ = bi(nij li),

so
ϕvijt′ ◦ ψvijt′ = ϕbi ◦ ϕnij li ◦ ψnij li ◦ ψbi .

The claim being proved, we get an A-linear map res : C∞(N0, A)→ EndA(M) which is
clearly P+-equivariant and respects the unit. It respects the product because, for f1, f2 ∈
C∞(N0, A), there exists t ∈ L+ such that f1 and f2 are constant on each coset utN0t

−1 ⊂
N0. Hence res(f1f2) =

∑
v∈J(N0/tN0t−1) f1(v)f2(v) res(1vt.N0

) = res(f1) ◦ res(f2).

The group P = NL acts on EndA(MP ) by conjugation. We have the canonical injective
algebra map

(20) F 7→ σ0 ◦ F ◦ ev0 : EndAM → EndA(MP ) .

It is P+-equivariant since, by the lemma 3.14 for b ∈ P+, we have

(21) b ◦ σ0 ◦ F ◦ ev0 ◦b−1 = σ0 ◦ ϕb ◦ F ◦ ψb ◦ ev0 .

We consider the composite P+-equivariant algebra homomorphism

C∞(N0, A)
res−−−→ EndA(M) −→ EndA(MP ) .

sending 1N0
to R0 := σ0 ◦ ev0 and, more generally, 1b.N0

to b ◦R0 ◦ b−1 for b ∈ P+.
For f ∈ MP , R0(f) ∈ MP vanishes on N − N0 and R0(f)(sk) = ϕk(f(1)). In the

N -model, R0 is the restriction to N0.
We show now that the composite morphism extends to C∞c (N,A).

Proposition 3.17. There exists a unique P -equivariant A-linear map

Res : C∞c (N,A) → EndA(MP )

such that Res(1N0
) = R0. The map Res is an algebra homomorphism.

Proof. If the map Res exists, it is unique because the A[P ]-module C∞c (N,A) is generated
by 1N0 .

For b ∈ P we define
Res(1b.N0

) := b ◦R0 ◦ b−1 .

We prove that b ◦R0 ◦ b−1 depends only on the subset b.N0 ⊂ N , and that for any finite
disjoint decomposition of b.N0 = ti∈Ibi.N0 with bi ∈ P , the idempotents bi ◦R0 ◦ b−1

i are
orthogonal of sum b ◦R0 ◦ b−1.

The equivalence relation b.N0 = b′.N0 for b, b′ ∈ P is equivalent to b′P0 = bP0 because
the normalizer of N0 in P is P0. We have b ◦ R0 ◦ b−1 = R0 when b ∈ P0 because
res(1b.N0) = res(1N0) = id (proposition 3.16). Hence b◦R0 ◦b−1 depends only on b.N0. By
conjugation by b−1, we reduce to prove that the idempotents bi ◦R0 ◦ b−1

i are orthogonal
of sum R0 for any disjoint decomposition of N0 = ti∈Ibi.N0 and bi ∈ P . The bi belong
to P+, and the proposition 3.16 implies the equality.

To prove that the A-linear map Res respects the product it suffices to check that,
for any t ∈ L+, k ∈ N, the endomorphisms Res(1vtN0t−1) ∈ EndA(MP ) are orthogonal
idempotents, for v ∈ J(N−k/tN0t

−1). We already proved this for k = 0 and for all t ∈ L+,
and skJ(N−k/tN0t

−1)s−k = J(N0/s
ktN0t

−1s−k). Hence we know that

(sk ◦ Res(1vtN0t−1) ◦ s−k)v∈J(N−k/tN0t−1)

are orthogonal idempotents. This implies that (Res(1vtN0t−1))v∈J(N−k/tN0t−1) are orthog-
onal idempotents.
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Remark 3.18. (i) The map Res is the restriction of an algebra homomorphism

C∞(N,A) → EndA(MP ) ,

where C∞(N,A) is the algebra of all locally constant functions on N . For this we
observe

1. The A[P+]-module C∞(N0, A) is étale. For t ∈ L+, the corresponding ψt satis-
fies (ψtf)(x) = f(txt−1).

2. The map (f,m) 7→ res(f)(m) : C∞(N0, A)×M →M is ψt-equivariant, hence
induces to a pairing C∞(N0, A)P ×MP →MP .

3. The A[P ]-module C∞(N0, A)P is canonically isomorphic to C∞(N,A).

(ii) The monoid P+×P+ acts on EndA(M) by ϕ(b1,b2)F := ϕb1 ◦F ◦ψb2 . For this action
EndA(M) is an étale A[P+ × P+]-module, and we have ψ(b1,b2)F = ψb1 ◦ F ◦ ϕb2 .

Definition 3.19. For any compact open subsets V ⊂ U ⊂ N0 and m ∈M , we denote

resU := res(1U ) , MU := resU (M) , mU := resU (m) , resUV := resV |MU
: MU →MV .

For any compact open subsets V ⊂ U ⊂ N and f ∈MP

ResU := Res(1U ) , MU := ResU (MP ) , fU := ResU (f) , ResUV := ResV |MU
: MU →MV .

Remark 3.20. The notations are coherent for U ⊂ N0, as follows from the following
properties. For b ∈ P+ we have

– resb.U = ϕb ◦ resU ◦ψb (proposition 3.16) ;

– b ◦ ResU = σ0 ◦ ϕb ◦ resU ◦ ev0 and ResU ◦b−1 = σ0 ◦ resU ◦ψb ◦ ev0 ;

– (ResU f)(1) = resU (f(1)) .

We note also that the proposition 3.17 implies:

Corollary 3.21. For any compact open subset U ⊂ N equal to a finite disjoint union
U = ti∈IUi of compact open subsets Ui ⊂ N , the idempotents ResUi are orthogonal of
sum ResU .

Corollary 3.22. For u ∈ N , the projector ResuN0
is the restriction to N0u

−1 in the
N -model.

Proof. We have ResuN0 = u ◦ ResN0 ◦u−1 and ResN0 is the restriction to N0 in the N -
model. Hence for x ∈ N , (ResuN0 f)(x) = (ResN0 u

−1f)(xu) vanishes for x ∈ N −N0u
−1

and for v ∈ N0, (ResuN0
f)(vu−1) = (u−1f)(v) = f(vu−1).

The constructions are functorial. A morphism f : M → M ′ of A[P+]-modules, being
also A[P−]-equivariant induces a morphism IndPP−(f) : MP →M ′P of A[P ]-modules. On

the other hand, MP is a module over the non unital ring C∞c (N,A) through the map Res.
The morphism IndPP−(f) is C∞c (N,A)-equivariant. Since Res is P -equivariant , it suffices

to prove that IndPP−(f) respects R0 = σ0 ◦ ev0 which is obvious.

3.5 P -equivariant sheaf on N

We formulate now the proposition 3.17 in the language of sheaves.

Theorem 3.23. One can associate to an étale A[P+]-module M , a P -equivariant sheaf
SM of A-modules on the compact open subsets U ⊂ N , with

- sections MU on U ,
- restrictions ResUV for any open compact subset V ⊂ U ,
- action f 7→ bf = Resb.U (bf) : MU → Mb.U of b ∈ P .
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Proof. a) ResUU is the identity on MU = ResU (M) because ResU is an idempotent.
b) ResVW ◦ResUV = ResUW for compact open subsets W ⊂ V ⊂ U ⊂ N . Indeed, we have

ResW ◦ResV = ResW on MU .
c) If U is the union of compact open subsets Ui ⊂ U for i ∈ I, and fi ∈ MUi

satisfying ResUiUi∩Uj (fi) = Res
Uj
Ui∩Uj (fj) for i, j ∈ I, there exists a unique f ∈ MU such

that ResUUi(f) = fi for all i ∈ I.
c1) True when (Ui)i∈I is a partition of U because I is finite and ResU is the sum of

the orthogonal idempotents ResUi .
c2) True when I is finite because the finite covering defines a finite partition of U by

open compact subsets Vj for j ∈ J , such that Vj ∩ Ui is empty or equal to Vj for all
i ∈ I, j ∈ J . By hypothesis on the fi, if Vj ⊂ Ui, then the restriction of fi to Vj does not
depend on the choice of i, and is denoted by φj . Applying c1), there is a unique f ∈MU

such that ResVj (f) = φj for all j ∈ J . Note also that the Vj contained in Ui form a finite
partition of Ui and that fi is the unique element of MUi such that ResVj (fi) = φj for
those j. We deduce that f is the unique element of MU such that ResUi(f) = fi for all
i ∈ I.

c3) In general, U being compact, there exists a finite subset I ′ ⊂ I such that U is
covered by Ui for i ∈ I ′. By c2), there exists a unique fI′ ∈MU such that fi = ResUi(fI′)
for all i ∈ I ′. Let i′ ∈ I not belonging to I ′. Then the non empty intersections Ui′ ∩ Uj
for j ∈ I ′ form a finite covering of Ui′ by compact open subsets. By c2), fi′ is the unique
element of MUi′ such that ResUi′∩Uj (fj) = ResUi′∩Uj (fi′) for all non empty Ui′ ∩Uj . The
element ResUi′ (fI′) has the same property, we deduce by uniqueness that fi′ = ResUi′ (fI′).

d) Let f ∈ MU . When b = 1 we have clearly 1(f) = f . For b, b′ ∈ P , we have
(bb′)(f) = Res(bb′).U ((bb′)f) = Resb.(b′.U)(b(b

′f)) = b(b′f). For a compact open subset

V ⊂ U , we have b ◦ResV ◦ResU = ResbV ◦b ◦ResU in EndAM
P hence bResUV = Resb.V b.

Proposition 3.24. Let H be a topological group acting continuously on a locally compact
totally disconnected space X. Any H-equivariant sheaf F (of A-modules) on the compact
open subsets of X extends uniquely to a H-equivariant sheaf on the open subsets of X.

Proof. This is well known. See [4] §9.2.3 Prop. 1.

Remark 3.25. The space of sections on an open subset U ⊂ X is the projective limit of
the sections F(V ) on the compact open subsets V of U for the restriction maps F(V )→
F(V ′) for V ′ ⊂ V .

By this general result, the P -equivariant sheaf defined by M on the compact open
subsets of N (theorem 3.23), extends uniquely to a P -equivariant sheaf SM on (arbitrary
open subsets of) N . We extend the definitions 3.19 to arbitrary open subsets U ⊂ N .
We denote by ResUV the restriction maps for open subsets V ⊂ U of N , by ResU = ResNU
and by MU = ResU (MP ). In this way we obtain an exact functor M → (MU )U from
MA(P+)et to the category of P -equivariant sheaves of A-modules on N . Note that for a
compact open subset U even the functor M →MU is exact.

Proposition 3.26. The representation of P on the global sections of the sheaf SM is
canonically isomorphic to MP .

Proof. We have the obvious P -equivariant homomorphism

MP (ResU )U−−−−−→ MN = lim←−
U

MU .
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The group N is the union of s−k.N0 = s−kN0s
k for k ∈ N. Hence MN = lim←−kMN−k . In

the s-model of MP we have Ress−k.N0
= R−k and by the lemma 2.5 the morphism

f 7→ (Ress−k.N0
(f))k∈N : MP → MN

is bijective.

Corollary 3.27. The restriction ResNU : MN → MU from the global sections to the
sections on an open compact subset U ⊂ N is surjective with a natural splitting.

Proof. It corresponds to an idempotent ResU = Res(1U ) ∈ EndA(MP ).

3.6 Independence of N0

Let U ⊂ N be a compact open subgroup. For n ∈ N and t ∈ L, the inclusion ntUt−1 ⊂ U
is obviously equivalent to n ∈ U and tUt−1 ⊂ U . Hence the P -stabilizer PU := {b ∈
P | b.U ⊂ U} of U is the semi-direct product of U by the L-stabilizer LU of U . As the
decreasing sequence (Nk = skN0s

−k)k∈N forms a basis of neighborhoods of 1 in N and
N = ∪r∈ZN−r, the compact open subgroup U ⊂ N contains some Nk and is contained in
some N−r. This implies that the intersection LU ∩ sN is not empty hence is equal to sNU
where sU = skU for some kU ≥ 1. The monoid PU = ULU and the central element sU of
L satisfy the same conditions as (P+ = N0L+, s), given at the beginning of the section
3.2. Our theory associates to each étale A[PU ]-module a P -equivariant sheaf on N .

The subspace MU ⊂MP (definition 3.19) is stable by PU because b◦ResU = Resb.U ◦b
for b ∈ P and Mb.U = Resb.U (M) ⊂ ResU (M) = MU . As MU = ⊕u∈J(U/t.U)uMt.U for
t ∈ LU the A[PU ]-module MU is étale.

Proposition 3.28. The P -equivariant sheaf SM on N associated to the étale A[P+]-
module M is equal to the P -equivariant sheaf on N associated to the étale A[PU ]-module
MU .

Proof. For b ∈ PU we denote by ϕU,b the action of b on MU and by ψU,b the left inverse
of ϕU,b with kernel MU−b.U . We have MU = Mb.U ⊕MU−b.U and for fU ∈MU ,

(22) ϕU,b(fU ) = bfU , ψU,b(fU ) = b−1 Resb.U (fU ) , (ϕU,b ◦ψU,b)(fU ) = Resb.U (fU ) .

By the last formula and the remark 3.20, the sections on b.U and the restriction maps
from MU to Mb.U in the two sheaves are the same for any b ∈ PU . This implies that
the two sheaves are equal on (the open subsets of) U . By symmetry they are also equal
on (the open subsets of) N0. The same arguments for arbitrary compact open subgroups
U,U ′ ⊂ N imply that the P -equivariant sheaves on N associated to the étale A[PU ]-
module MU and to the étale A[PU ′ ]-module MU ′ are equal on (the open subsets of) U
and on (the open subsets of) U ′. Hence all these sheaves are equal on (the open subsets
of) the compact open subsets of N and also on (the open subsets of) N .

3.7 Etale A[P+]-module and P -equivariant sheaf on N

Proposition 3.29. Let M be an A[P+]-module such that the action ϕ of s on M is étale.
Then M is an étale A[P+]-module.

Proof. Let t ∈ L+. We have to show that the action ϕt of t on M is étale. As L =
L+s

−N with s is central in L, there exists k ∈ N such that skt−1 ∈ L+. This implies
ϕk = ϕskt−1 ◦ ϕt in EndA(M) and skN0s

−k ⊂ tN0t
−1. As ϕ is injective, ϕt is also

injective. For any representative system J(tN0t
−1/skN0s

−k) of tN0t
−1/skN0s

−k and any
representative system J(N0/tN0t

−1) of N0/tN0t
−1, the set of uv for u ∈ J(N0/tN0t

−1)
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and v ∈ J(tN0t
−1/skN0s

−k) is a representative system J(N0/s
kN0s

−k) of N0/s
kN0s

−k.
Let ψ be the canonical left inverse of ϕ. We have

id =
∑

u∈J(N0/tN0t−1)

u ◦
∑

v∈J(tN0t−1/skN0s−k)

v ◦ ϕk ◦ ψk ◦ v−1 ◦ u−1

=
∑

u∈J(N0/tN0t−1)

u ◦
∑

v∈J(tN0t−1/skN0s−k)

v ◦ ϕt ◦ ϕt−1sk ◦ ψk ◦ v−1 ◦ u−1

=
∑

u∈J(N0/tN0t−1)

u ◦ ϕt ◦ (
∑

v∈J(N0/t−1skN0s−kt)

v ◦ ϕt−1sk ◦ ψk ◦ v−1) ◦ u−1 .

We deduce that ϕt is étale of canonical left inverse ψt the expression between parentheses.

Corollary 3.30. An A[P+]-submodule M ′ ⊂ M of an étale A[P+]-module M is étale if
and only if it is stable by the canonical inverse ψ of ϕ.

Proof. If M ′ is ψ-stable, for m′ ∈M ′ every m′u,s belongs to M ′ in (12). Hence the action
of s on M ′ is étale, and M ′ is étale by Proposition 3.29.

Corollary 3.31. The space S(N0) of global sections of a P+-equivariant sheaf S on N0

is an étale representation of P+, when the action ϕ of s on S(N0) is injective.

Proof. By proposition 3.29 it suffices to show that S(N0) = ⊕u∈J(N0/sN0s−1)us(S(N0)).
But this equality is true because N0 is the disjoint sum of the open subsets usN0s

−1 =
us.N0 and S(us.N0) = us(S(N0)).

The canonical left inverse ψ of the action ϕ of s on S(N0) vanishes on S(usN0s
−1)

for u 6= 1 and on S(sN0s
−1) is equal to the isomorphism S(sN0s

−1)→ S(N0) induced by
s−1.

Theorem 3.32. The functor M 7→ SM is an equivalence of categories from the abelian
category of étale A[P+]-modules to the abelian category of P -equivariant sheaves of A-
modules on N , of inverse the functor S 7→ S(N0) of sections over N0.

Proof. Let S be a P -equivariant sheaf on N . By the corollary 3.31, the space S(N0) of
sections on N0 is an étale representation of P+ because the action ϕ of s on S(N0) is
injective.

We show now that the representation of P on the space S(N)c of compact sections onN
depends uniquely of the representation of P+ on S(N0). The representation of N on S(N)c
is defined by the representation of N0 on S(N0), because S(N)c = ⊕u∈J(N/N0)S(uN0) and
S(uN0) = uS(N0) for u ∈ N . The group P is generated by N and L+. For t ∈ L+, the
action of t on S(N)c is defined by the action of N on S(N)c and by the action of t on
S(N0), because tS(uN0) = tut−1tS(N0) with tut−1 ∈ N for u ∈ N .

We deduce that the A[P ]-module S(N)c is equal to the compact induced representation
S(N0)Pc , and that the sheaves S and SS(N0) are equal.

Conversely, let M be an étale A[P+]-module. The A[P+]-module SM (N0) of sections
on N0 of the sheaf SM is equal to M (Theorem 3.23).
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4 Topology

4.1 Topologically étale A[P+]-modules

We add to the hypothesis of section 3.2 the following
a) A is a linearly topological commutative ring (the open ideals form a basis of neigh-

borhoods of 0).
b) M is a linearly topological A-module (the open A-submodules form a basis of

neighborhoods of 0), with a continuous action of P+

P+ ×M →M

(b, x) 7→ ϕb(x) .

We call such an M a continuous A[P+]-module. If M is also étale in the algebraic sense
(definition 3.1) and the maps ψt, for t ∈ L+, are continuous we call M a topologically
étale A[P+]-module.

Lemma 4.1. Let M be a continuous A[P+]-module which is algebraically étale, then:
(i) The maps ψt for t ∈ L+ are open.
(ii) If ψ = ψs is continuous then M is topologically étale.

Proof. (i) The projection of M = M0⊕M1 onto the algebraic direct summand M0 (with
the submodule topology) is open. Indeed let V ⊂M be an open subset, then M0∩(V +M1)
is open in M0 and is equal to the projection of V . We apply this to M = ϕt(M)⊕Kerψt
and to the projection ϕt ◦ ψt. Then we note that ψt(V ) = ϕ−1

t ((ϕt ◦ ψt)(V )).
(ii) Given any t ∈ L+ we find t′ ∈ L+ and n ∈ N such that t′t = sn. Hence

ψt′t = ψt ◦ ψt′ = ψn is continuous by assumption. As ψt′ is surjective and open, for any
open subset V ⊂M we have ψ−1

t (V ) = ψt′((ψt ◦ ψt′)−1(V )) which is open.

Lemma 4.2. (i) A compact algebraically étale A[P+]-module is topologically étale.
(ii) Let M be a topologically étale A[P+]-module. The P−-action (b−1,m) 7→ ψb(m) :

P− ×M →M on M is continuous.

Proof. (i) The compactness of M implies that

M = ϕt(M)⊕
⊕

u∈(N0−tN0t−1)

uϕt(M)

is a topological decomposition of M as the direct sum of finitely many closed submod-
ules. It suffices to check that the restriction of ψt to each summand is continuous. On all
summands except the first one ψt is zero. By compactness of M the map ϕt is a home-
omorphism between M and the closed submodule ϕt(M). We see that ψt|ϕt(M) is the
inverse of this homeomorphism and hence is continuous.

(ii) Since P0 is open in P− = L−1
+ P0 we only need to show that the restriction of

the P−-action to t−1P0 ×M → M , for any t ∈ L+, is continuous. We contemplate the
commutative diagram

t−1P0 ×M //

t·× id

��

M

P0 ×M // M

ψt

OO

where the horizontal arrows are given by the P−-action. The P0-action on M induced
by P− coincides with the one induced by the P+-action. Therefore the bottom horizontal
arrow is continuous. The left vertical arrow is trivially continuous, and ψt is continuous
by assumption.
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Lemma 4.3. For any compact subgroup C ⊂ P+, the open C-stable A-submodules of M
form a basis of neighborhoods of 0.

Proof. We have to show that any open A-submoduleM of M contains an open C-stable
A-submodule. By continuity of the action of P+ on M , there exists for each c ∈ C, an open
A-submoduleMc of M and an open neighborhood Hc ⊂ P+ of c such that ϕx(Mc) ⊂M
for all x ∈ Hc. By the compactness of C, there exists a finite subset I ⊂ C such that
C = ∪c∈I(Hc ∩ C). By finiteness of I, the intersection M′′ := ∩c∈IMc ⊂ M is an open
A-submodule such that M′ :=

∑
c∈C ϕc(M′′) ⊂ M. The A-submodule M′ is C-stable

and, since M′′ ⊂M′ ⊂M, also open.

Let M be a topologically étale A[P+]-module. Since P0 is open in P the A-module
MP is a submodule of the A-module C(P,M) of all continuous maps from P to M .
We equip C(P,M) with the compact-open topology which makes it a linear-topological
A-module. A basis of neighborhoods of zero is given by the submodules C(C,M) :=
{f ∈ C(P,M) |f(C) ⊂ M} with C and M running over all compact subsets in P
and over all open submodules in M , respectively. With M also C(P,M) is Hausdorff. It
is well known that the regular action of P on C(P,M) is continuous (see for instance
Proposition 4.5(ii) for a proof). Therefore MP is characterized inside C(P,M) by closed

conditions and hence is a closed submodule. Similarly, Inds
Z

s−N(M) and IndNN0
(M) are closed

submodules of C(sZ,M) and C(N,M), respectively, for the compact-open topologies.

Clearly the homomorphisms of restricting maps (proposition 3.10) MP → Inds
Z

s−N(M)
and MP → IndNN0

(M) are continuous.

Lemma 4.4. The restriction maps MP → Inds
Z

s−N(M) and MP → IndNN0
(M) are topo-

logical isomorphisms.

Proof. The topology on MP induced by the compact-open topology on the s-model

Inds
Z

s−N M is the topology with basis of neighborhoods of zero

Bk,M := {f ∈MP | f(sm) ∈M for all − k ≤ m ≤ k} ,

for all k ∈ N and all open A-submodules M of M . One can replace Bk,M by

Ck,M := {f ∈MP | f(sk) ∈M} ,

because Bk,M ⊂ Ck,M and conversely given (k,M) there exists an open A-submodule
M′ ⊂ M such that ψm(M′) ⊂ M for all 0 ≤ m ≤ 2k as ψ is continuous (lemma 4.2),
hence Ck,M′ ⊂ Bk,M.

The topology on MP induced by the compact-open topology on the N -model IndNN0
M

is the topology with basis of neighborhoods of zero

Dk,M := {f ∈MP | f(N−k) ⊂M} ,

for all (k,M) as above.
We fix an auxiliary compact open subgroup P ′0 ⊂ P0. It then suffices, by Lemma 4.3,

to let M run, in the above families, over the open A[P ′0]-submodules M of M .
Let C ⊂ P be any compact subset and let M be an open A[P ′0]-submodule of M . We

choose k ∈ N large enough so that Cs−k ⊂ P−. Since Cs−k is compact and P ′0 is an open
subgroup of P we find finitely many b1, . . . , bm ∈ P+ such that Cs−k ⊂ b−1

1 P ′0∪. . .∪b−1
m P ′0.

The continuity of the maps ψbi implies the existence of an open A[P ′0]-submodule M′ of
M such that ψbi(M′) ⊂M for any 1 ≤ i ≤ m. We deduce that

Ck,M′ ⊂ C(
⋃
i

b−1
i P ′0s

k,M) ⊂ C(C,M) .
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Furthermore, by the continuity of the action of P+ on M , there exists an open submodule
M′′ such that

∑
v∈J(N0/Nk) vϕ

k(M′′) ⊂ M′. The second part of the formula (16) then
implies that

Dk,M′′ ⊂ Ck,M .

The maps ev0 : MP →M and σ0 : M →MP are continuous (section 3.3). We denote
by EndcontA (M) ⊂ EndA(M) and Econt ⊂ E := EndA(MP ) the subalgebra of continuous
endomorphisms. We have the canonical injective algebra map (20)

f 7→ σ0 ◦ f ◦ ev0 : EndcontA (M) → Econt .

Proposition 4.5. Let M be a topologically étale A[P+]-module.
(i) If M is complete, resp. compact, the A-module MP is complete, resp. compact.
(ii) The natural map P ×MP → MP is continuous.
(iii) Res(f) ∈ Econt for each f ∈ C∞c (N,A) (proposition 3.17).

Proof. (i) If M is complete, by [3] TG X.9 Cor. 3 and TG X.25 Th. 2, the compact-open
topology on C(P,M) is complete because P is locally compact. Hence, MP as a closed
submodule is complete as well.

If M is compact, the s-model of MP is compact as a closed subset of the compact
space MN. Hence by Lemma 4.4, MP is compact.

(ii) It suffices to show that the right translation action of P on C(P,M) is continuous.
This is well known: the map in question is the composite of the following three continuous
maps

P × C(P,M) −→ P × C(P × P,M)

(b, f) 7−→ (b, (x, y) 7→ f(yx)) ,

P × C(P × P,M) −→ P × C(P,C(P,M))

(b, F ) 7−→ (b, x 7→ [y 7→ F (x, y)]) ,

and

P × C(P,C(P,M)) −→ C(P,M)

(b,Φ) 7−→ Φ(b) ,

where the continuity of the latter relies on the fact that P is locally compact.
(iii) It suffices to consider functions of the form f = 1b.N0 for some b ∈ P . But then

Res(f) = b ◦ σ0 ◦ ev0 ◦b−1 is the composite of continuous endomorphisms.

4.2 Integration on N with value in EndcontA (MP )

We suppose that M is a complete topologically étale A[P+]-module.

We denote by Econt the ring of continuous A-endomorphisms of the complete A-module
MP with the topology defined by the right ideals

EcontL := Homcont
A (MP ,L)

for all open A-submodules L ⊂MP .

Lemma 4.6. Econt is a complete topological ring.

29



Proof. It is clear that the maps (x, y) 7→ x− y and (x, y) 7→ x ◦ y from Econt × Econt to
Econt are continuous, i.e. that Econt is a topological ring. The composite of the natural
morphisms

Econt → lim←−
L
Econt/EcontL → lim←−

L
Homcont

A (MP ,MP /L)

is an isomorphism (the natural map MP → lim←−LM
P /L is an isomorphism), hence the two

morphisms are isomorphisms since the kernel of the map Econt → Homcont
A (MP ,MP /L)

is EcontL . We deduce that Econt is complete.

Definition 4.7. An A-linear map C∞c (N,A) → Econt is called a measure on N with
values in Econt.

The map Res is a measure on N with values in Econt (proposition 4.5).

Let Cc(N,E
cont) be the space of compactly supported continuous maps from N to

Econt. We will prove that one can “integrate” a function in Cc(N,E
cont) with respect to

a measure on N with values in Econt.

Proposition 4.8. There is a natural bilinear map

Cc(N,E
cont)×HomA(C∞c (N,A), Econt) → Econt

(f, λ) 7→
∫
N

f dλ .

Proof. a) Every compact subset of N is contained in a compact open subset. It follows
that Cc(N,E

cont) is the union of its subspaces C(U,Econt) of functions with support
contained in U , for all compact open subsets U ⊂ N .

b) For any open A-submodule L of MP , a function in C(U,Econt/EcontL ) is locally
constant because Econt/EcontL is discrete. An upper index ∞ means that we consider
locally constant functions hence

C(U,Econt/EcontL ) = C∞(U,Econt/EcontL ) = C∞(U,A)⊗A Econt/EcontL .

There is a natural linear pairing

(C∞(U,A)⊗A Econt/EcontL )×HomA(C∞(U,A), Econt) → Econt/EcontL

(f ⊗ x, λ) 7→ xλ(f) .

Note that Econt/EcontL is a right Econt-module.
c) Let f ∈ Cc(N,Econt) and let λ ∈ HomA(C∞c (N,A), Econt). Let U ⊂ N be an open

compact subset containing the support of f . For any open A-submodule L of MP let
fL ∈ C∞c (U,Econt/EcontL ) be the map induced by f . Let∫

U

fL dλ ∈ Econt/EcontL

be the image of (fL, λ) by the natural pairing of b). The elements
∫
U
fL dλ combine in

the projective limit Econt = lim←−LE
cont/EcontL to give an element

∫
U
f dλ ∈ Econt. One

checks easily that
∫
U
f dλ does not depend on the choice of U . We define∫

N

f dλ :=

∫
U

f dλ .
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We recall that J(N/V ) is a system of representatives of N/V when V ⊂ N is a compact
open subgroup.

Corollary 4.9. Let f ∈ Cc(N,Econt) and let λ be a measure on N with values in Econt.
Then

lim
V→{1}

∑
v∈J(N/V )

f(v) λ(1vV ) =

∫
N

f dλ .

limit on compact open subgroups V ⊂ N shrinking to {1}.

Proof. We choose an open compact subset U ⊂ N containing the support of f . Let L be
an open o-submodule of MP and a compact open subgroup V ⊂ N such that uV ⊂ U
and fL (proof of the proposition 4.8) is constant on uV for all u ∈ U . Then

∫
U
fL dλ is

the image of ∑
v∈J(N/V )

f(v) λ(1vV )

by the quotient map Econt → Econt/EcontL .

Lemma 4.10. Let f ∈ Cc(N,Econt) be a continuous map with support in the compact
open subset U ⊂ N , let λ be a measure on N with values in Econt, and let L ⊂ MP be
any open A-submodule. There is a compact open subgroup VL ⊂ N such that UVL = U
and ∫

N

f1uV dλ− f(u)λ(1uV ) ∈ EcontL

for any open subgroup V ⊂ VL and any u ∈ U .

Proof. The integral in question is the limit (with respect to open subgroups V ′ ⊂ V ) of
the net ∑

v∈J(V/V ′)

(f(uv)− f(u))λ(1uvV ′) .

Since EcontL is a right ideal it therefore suffices to find a compact open subgroup VL ⊂ N
such that UVL = U and

f(uv)− f(u) ∈ EcontL for any u ∈ U and v ∈ VL.

We certainly find a compact open subgroup Ṽ ⊂ N such that UṼ = U . The map

U × Ṽ → Econt

(u, v) 7→ f(uv)− f(u)

is continuous and maps any (u, 1) to zero. Hence, for any u ∈ U , there is an open neigh-
borhood Uu ⊂ U of u and a compact open subgroup Vu ⊂ Ṽ such that Uu×Vu is mapped
to EcontL . Since U is compact we have U = Uu1 ∪ . . . ∪ Uus for finitely many appropriate
ui ∈ U . The compact open subgroup VL := Vu1

∩ . . . ∩ Vus then is such that U × VL is
mapped to EcontL .

Let C(N,Econt) be the space of continuous functions from N to Econt. For any contin-
uous function f ∈ C(N,Econt), for any compact open subset U ⊂ N and for any measure
λ on N with values in Econt we denote∫

U

f dλ :=

∫
N

f 1U dλ

where 1U ∈ C∞(U,A) is the characteristic function of U hence f1U ∈ Cc(N,Econt) is the
restriction of f to U . The “integral of f on U” (with respect to the measure λ) is equal
to the “integral of the restriction of f to U”.
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Remark 4.11. For f ∈ Cc(N,Econt) and φ ∈ C∞c (N,A) we have∫
N

fφdRes =

∫
N

φfdRes =

∫
N

fdRes ◦Res(φ) .

Proof. This is immediate from the construction of the integral and the multiplicativity of
Res.

5 G-equivariant sheaf on G/P

Let G be a locally profinite group containing P = N o L as a closed subgroup satisfying
the assumptions of section 3.2 such that

a) G/P is compact.
b) There is a subset W in the G-normalizer NG(L) of L such that

– the image of W in NG(L)/L is a subgroup,

– G is the disjoint union of PwP for w ∈W .

We note that PwP = NwP = PwN .
c) There exists w0 ∈W such that Nw0P is an open dense subset of G. We call

C := Nw0P/P

the open cell of G/P .
d) The map (n, b) 7→ nw0b from N × P onto Nw0P is a homeomorphism.

Remark 5.1. These conditions imply that

G = PPP = C(w0)C(w−1
0 )

where P := w0Pw
−1
0 and C(g) = PgP for g ∈ G.

Proof. The intersection of the two dense open subsets gC and C in G/P is open and not
empty, for any g ∈ G.

The group G acts continuously on the topological space G/P ,

G × G/P → G/P

(g, xP ) 7→ gxP .

For n, x ∈ N and t ∈ L we have ntxw0P = ntxt−1w0P = (nt.x)w0P hence the action
of P on the open cell corresponds to the action of P on N introduced before proposition
3.17, ie. the homeomorphism

N → C, u 7→ xu := uw0P

is P -equivariant.
When M is an étale A[P+]-module, this allows us to systematically view the map Res

in the following as a P -equivariant homomorphism of A-algebras

Res : C∞c (C, A) → EndA(MP )

and the corresponding sheaf (theorem 3.23) as a sheaf on C. Our purpose is to show that
this sheaf extends naturally to a G-equivariant sheaf on G/P for certain étale A[P+]-
modules. When M is a complete topologically étale A[P+]-module we note that also inte-
gration with respect to the measure Res (proposition 4.8) will be viewed in the following
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as a map

Cc(C, Econt) → Econt

f 7→
∫
C
f dRes

on the space Cc(C, Econt) of compactly supported continuous maps from C to Econt.

5.1 Topological G-space G/P and the map α

Definition 5.2. An open subset U of G/P is called standard if there is a g ∈ G such that
gU is contained in the open cell C.

The inclusion gU ⊂ Nw0P/P is equivalent to U = g−1Uw0P/P for a unique open
subset U ⊂ N . An open subset of a standard open subset is standard. The translates by
G of N0w0P/P form a basis of the topology of G/P .

Proposition 5.3. A compact open subset U ⊂ G/P is a disjoint union

U =
⊔
g∈I

g−1V w0P/P

where V ⊂ N is a compact open subgroup and I ⊂ G a finite subset.

Proof. We first observe that any open covering of U can be refined into a disjoint open
covering. In our case, this implies that U has a finite disjoint covering by standard compact
open subsets. Let g−1Uw0P/P ⊂ G/P be a standard compact open subset. Then U =
tu∈JuV (disjoint union) with a finite set J ⊂ U and V ⊂ N is a compact open subgroup.
Then g−1Uw0P/P = th∈Ih−1V w0P/P (disjoint union) where I = {u−1g | u ∈ J}.

For g ∈ G and x in the non empty open subset g−1C ∩ C of G/P (remark 5.1), there
is a unique element α(g, x) ∈ P such that, if x = uw0P/P with u ∈ N , then

guw0N = α(g, x)uw0N .

We give some properties of the map α.

Lemma 5.4. Let g ∈ G. Then
(i) g−1C ∩ C = C if and only if g ∈ P .
(ii) The map α(g, .) : g−1C ∩ C → P is continuous.
(iii) We have gx = α(g, x)x for x ∈ g−1C ∩ C and we have α(b, x) = b for b ∈ P and

x ∈ C.

Proof. (i) We have g−1C ∩ C = C if and only if gNw0P ⊂ Nw0P if and only if g ∈ P .
Indeed, the condition hPw0P ⊂ Pw0P on h ∈ G depends only on PhP and for w ∈
W , the condition wPw0P ⊂ Pw0P implies ww0 ∈ Pw0P hence ww0 ∈ w0L by the
hypothesis b) hence w ∈ L.

(ii) Let Ng ⊂ N be such that Ngw0P/P = g−1C ∩ C. It suffices to show that the map
u → α(g, uw0P )u : Ng → P is continuous. This follows from the continuity of the maps
u 7→ guw0N : Ng → Pw0P/N = Pw0N/N and bw0N 7→ b : Pw0N/N → P .

(iii) Obvious.

Lemma 5.5. Let g, h ∈ G and x ∈ (gh)−1C ∩h−1C ∩C. Then hx ∈ g−1C ∩C and we have

α(gh, x) = α(g, hx)α(h, x) .
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Proof. The first part of the assertion is obvious. Let x = uw0P and hx = vw0P with
u, v ∈ N . We have

huw0N = α(h, x)uw0N, gvw0N = α(g, hx)vw0N, and α(gh, x)uw0N = ghuw0N .

The first identity implies α(h, x)uw0P = vw0P , hence v−1α(h, x)u ∈ P ∩ w0Pw
−1
0 . Hy-

pothesis d) easily yields P ∩w0Pw
−1
0 = L, hence α(h, x)u = vt for some t ∈ L. Multiply-

ing the second identity on the right by w−1
0 tw0 we obtain gvtw0N = α(g, hx)vtw0N =

α(g, hx)α(h, x)uw0N . Finally, by inserting the first identity into the right hand side of
the third identity we get

α(gh, x)uw0N = gα(h, x)uw0N = gvtw0N = α(g, hx)α(h, x)uw0N

which is the assertion.

It will be technically convenient later to work on N instead of C. For g ∈ G let therefore
Ng be the open subset of N such that C ∩ g−1C = Ngw0P/P . We have Ng = N if and

only if g ∈ P (lemma 5.4 (i)). We have the homeomorphism u 7→ xu := uw0P/P : N
∼−→ C

and the continuous map (lemma 5.4 (ii))

Ng −→ P

u 7−→ α(g, xu)

such that

gu = α(g, xu)un̄(g, u) for some n̄(g, u) ∈ N := w0Nw
−1
0 ,

α(g, xu)u = n(g, u)t(g, u) for some n(g, u) ∈ N, t(g, u) ∈ L .
(23)

Lemma 5.6. Fix g ∈ G and let V ⊂ g−1C ∩ C be any compact open subset. There exists
a disjoint covering V = V1 ∪̇ . . . ∪̇Vm by compact open subsets Vi and points xi ∈ Vi such
that

α(g, xi)Vi ⊂ gV for any 1 ≤ i ≤ m.

Proof. We denote the inverse of the homeomorphism u 7→ xu : N
∼−→ C by x 7→ ux. The

image C ⊂ P of V under the continuous map x 7→ α(g, x)ux : V → P is compact. As
(lemma 5.4 (iii)) α(g, x)x = gx ∈ gV for any x ∈ V , under the continuous action of P on
C, every element in the compact set C maps the point w0P into gV . It follows that there
is an open neighborhood V0 ⊂ C of w0P such that CV0 ⊂ gV . This means that

α(g, x)uxV0 ⊂ gV for any x ∈ V .

Using the proposition 5.3 we find, by appropriately shrinking V0, a disjoint covering of V
of the form V = u1V0 ∪̇ . . . ∪̇umV0 with ui ∈ N . We put xi := uiw0P .

We denote by GX := {x ∈ G | xX ⊂ X} the G-stabilizer of a subset X ⊂ G/P and
by

G†X := {g ∈ G | g ∈ GX , g−1 ∈ GX} = {x ∈ G | xX = X}

the subgroup of invertible elements of GX . If GX is open then its inverse monoid is open
hence G†X is open (and conversely).

Lemma 5.7. The G-stabilizers GU and G†U are open in G, for any compact open subset
U ⊂ G/P .
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Proof. By proposition 5.3 it suffices to consider the case where U = Uw0P/P for some
compact open subgroup U ⊂ N . As Uw0P ⊂ G is an open subset containing w0 there
exists an open subgroup K ⊂ G such that Kw0 ⊂ Uw0P . The set U/(K ∩ U) is finite
because U is compact and (K ∩ U) ⊂ U is an open subgroup. The finite intersection
K ′ :=

⋂
u∈U/(U∩K) uKu

−1 =
⋂
u∈U uKu

−1 is an open subgroup of K which is normalized

by U . But K ′U = UK ′ implies that K ′Uw0P = UK ′w0P ⊂ U(Uw0P )P = Uw0P , and

hence that K ′ ⊂ GU . We deduce that GU is open. Hence G†U is open.

Remark 5.8. The G-stabilizer of the open cell C is the group P .

Proof. Lemma 5.4 (i).

For U ⊂ C the map

(24) GU × U → P , (g, x) 7→ α(g, x)

is continuous because, if U = Uw0P/P with U open in N , then the map (g, u) 7→ guw0N :
GU × U → Pw0P/N = Pw0N/N is continuous (cf. the proof of lemma 5.4 (ii)).

5.2 Equivariant sheaves and modules over skew group rings

Our construction of the sheaf on G/P will proceed through a module theoretic interpreta-
tion of equivariant sheaves. The ring C∞c (C, A) has no unit element. But it has sufficiently
many idempotents (the characteristic functions 1V of the compact open subsets V ⊂ C).
A (left) module Z over C∞c (C, A) is called nondegenerate if for any z ∈ Z there is an
idempotent e ∈ C∞c (C, A) such that ez = z.

It is well known that the functor

sheaves of A-modules on C → nondegenerate C∞c (C, A)-modules

which sends a sheaf S to the A-module of global sections with compact support Sc(C) :=⋃
V S(V ), with V running over all compact open subsets in C, is an equivalence of cat-

egories. In fact, as we have discussed in the proof of the theorem 3.23 a quasi-inverse
functor is given by sending the module Z to the sheaf whose sections on the compact
open subset V ⊂ C are equal to 1V Z.

In order to extend this equivalence to equivariant sheaves we note that the group P
acts, by left translations, from the right on C∞c (C, A) which we write as (f, b) 7→ f b(.) :=
f(b.). This allows to introduce the skew group ring

AC := C∞c (C, A)#P = ⊕b∈P bC∞c (C, A)

in which the multiplication is determined by the rule

(b1f1)(b2f2) = b1b2f
b2
1 f2 for bi ∈ P and fi ∈ C∞c (C, A).

It is easy to see that the above functor extends to an equivalence of categories

P -equivariant sheaves of A-modules on C '−→ nondegenerate AC-modules.

We have the completely analogous formalism for the G-space G/P . The only small
difference is that, since G/P is assumed to be compact, the ring C∞(G/P,A) of locally
constant A-valued functions on G/P is unital. The skew group ring

AG/P := C∞(G/P,A)#G = ⊕g∈G gC∞(G/P,A)
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therefore is unital as well, and the equivalence of categories reads

G-equivariant sheaves of A-modules on G/P
'−→ unital AG/P -modules.

For any open subset U ⊂ G/P the A-algebra C∞c (U , A) of A-valued locally constant
and compactly supported functions on U is, by extending functions by zero, a subalgebra
of C∞(G/P,A). It follows in particular that AC is a subring of AG/P . There is a for our
purposes very important ring in between these two rings which is defined to be

A := AC⊂G/P := ⊕g∈G gC∞c (g−1C ∩ C, A) .

That A indeed is multiplicatively closed is immediate from the following observation. If
supp(f) denotes the support of a function f ∈ C∞(G/P,A) then we have the formula

(25) supp(fg1 f2) = g−1 supp(f1) ∩ supp(f2) for g ∈ G and f1, f2 ∈ C∞(G/P,A).

In particular, if fi ∈ C∞c (g−1
i C ∩ C, A) then

supp(fg21 f2) ⊂ g−1
2 (g−1

1 C ∩ C) ∩ (g−1
2 C ∩ C) ⊂ (g1g2)−1C ∩ C .

We also have the A-submodule

Z := ⊕g∈G gC∞c (C, A)

of AG/P . Using (25) again one sees that Z actually is a left ideal in AG/P which at the
same time is a right A-submodule. This means that we have the well defined functor

nondegenerate A-modules → unital AG/P -modules

Z 7→ Z ⊗A Z .

Remark 5.9. The functor of restricting G-equivariant sheaves on G/P to the open cell
C is faithful and detects isomorphisms.

Proof. Any sheaf homomorphism which is the zero map, resp. an isomorphism, on sections
on any compact open subset of C has, by G-equivariance, the same property on any
standard compact open subset and hence, by the proposition 5.3, on any compact open
subset of G/P .

Proposition 5.10. The above functor Z 7→ Z ⊗A Z is an equivalence of categories; a
quasi-inverse functor is given by sending the AG/P -module Y to

⋃
V⊂C 1V Y where V runs

over all compact open subsets in C.

Proof. We abbreviate the asserted candidate for the quasi-inverse functor by R(Y ) :=⋃
V⊂C 1V Y . It immediately follows from the remark 5.9 that the functor R, which in

terms of sheaves is the functor of restriction, is faithful and detects isomorphisms.
By a slight abuse of notation we identify in the following a function f ∈ C∞(G/P,A)

with the element 1f ∈ AG/P , where 1 ∈ G denotes the unit element. Let V ⊂ C be a
compact open subset. Then 1VAG/P 1V is a subring of AG/P (with the unit element 1V ),
which we compute as follows:

1VAG/P 1V =
∑
g∈G

1V gC
∞(V,A) =

∑
g∈G

g1g−1V C
∞(V,A)

=
∑
g∈G

gC∞(g−1V ∩ V,A) .

We note:

36



– If U ⊂ V ⊂ C are two compact open subsets then 1VAG/P 1V ⊃ 1UAG/P 1U .

– Let f ∈ C∞c (g−1C ∩ C, A) be supported on the compact open subset U ⊂ g−1C ∩ C.
Then V := U ∪ gU is compact open in C as well, and U ⊂ g−1V ∩ V . This shows
that C∞c (g−1C ∩ C, A) =

⋃
V⊂C C

∞(g−1V ∩ V,A).

We deduce that ⋃
V⊂C

1VAG/P 1V = AC⊂G/P = A .

A completely analogous computation shows that

1V Z = 1VA .

Given a nondegenerate A-module Z the map

1V (Z ⊗A Z) = (1V Z)⊗A Z = (1VA)⊗A Z → 1V Z

1V a⊗ z = 1V ⊗ 1V az 7→ 1V az

therefore is visibly an isomorphism of 1VAG/P 1V -modules. In the limit with respect to V
we obtain a natural isomorphism of A-modules

R(Z ⊗A Z)
∼=−→ Z .

On the other hand, for any unital AG/P -module Y there is the obvious natural homomor-
phism of AG/P -modules

Z ⊗A R(Y ) → Y

a⊗ z 7→ az .

It is an isomorphism because applying the functor R, which detects isomorphisms, to it
gives the identity map.

Remark 5.11. Let Z be a nondegenerate A-module. Viewed as an AC-module it corre-
sponds to a P -equivariant sheaf Z̃ on C. On the other hand, the AG/P -module Y := Z⊗AZ
corresponds to a G-equivariant sheaf Ỹ on G/P . We have Ỹ |C = Z̃, i. e., the sheaf Ỹ

extends the sheaf Z̃.

We have now seen that the step of going from A to AG/P is completely formal. On
the other hand, for any topologically étale A[P+]-module M , the P -equivariance of Res
together with the proposition 4.5 imply that Res extends to the A-algebra homomorphism

Res : AC → EndcontA (MP )∑
b∈P

bfb 7→
∑
b∈P

b ◦ Res(fb) .

When M is compact it is relatively easy, as we will show in the next section, to further
extend this map from AC to A. This makes crucially use of the full topological module
MP and not only its submodule MP

c of sections with compact support. When M is not
compact this extension problem is much more subtle and requires more facts about the
ring A.

We introduce the compact open subset C0 := N0w0P/P of C, and we consider the
unital subrings

A0 := 1C0AG/P 1C0 =
∑
g∈G

gC∞(g−1C0 ∩ C0, A)

and
AC0 := 1C0AC1C0 =

∑
b∈P

bC∞(b−1C0 ∩ C0, A)
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of A and AC , respectively. Obviously AC0 ⊆ A0 with the same unit element 1C0 . Since
g−1C0 ∩ C0 is nonempty if and only if g ∈ N0PN0 we in fact have

A0 =
∑

g∈N0PN0

gC∞(g−1C0 ∩ C0, A) .

The map A[G] −→ AG/P sending g to g1G/P is a unital ring homomorphism. Hence we
may view AG/P as an A[G]-module for the adjoint action

G×AG/P −→ AG/P
(g, y) 7−→ (g1G/P )y(g1G/P )−1 .

One checks that AC ⊆ A are A[P ]-submodules, that AC0 ⊆ A0 are A[P+]-submodules,
and that the map Res : AC −→ Econt is a homomorphism of A[P ]-modules.

Proposition 5.12. The homomorphism of A[P ]-modules

A[P ]⊗A[P+] A0

∼=−−→ A
b⊗ y 7−→ (b1G/P )y(b1G/P )−1

is bijective; it restricts to an isomorphism A[P ]⊗A[P+] AC0
∼=−−→ AC.

Proof. Since P = s−NP+ the assertion amounts to the claim that

A =
⋃
n≥0

(s−n1G/P )A0(sn1G/P )

and correspondingly for AC . But we have

(s−n1G/P )
(
gC∞(g−1C0 ∩ C0, A)

)
(sn1G/P ) = s−ngsnC∞((s−ng−1sn)s−nC0 ∩ s−nC0, A)

for any n ≥ 0 and any g ∈ G.

Suppose that we may extend the map Res : AC0 −→ EndcontA (MP ) to an A[P+]-
equivariant (unital) A-algebra homomorphism

R0 : A0 −→ EndA(MP ) .

By the above proposition 5.12 it further extends uniquely to an A[P ]-equivariant map
R : A −→ EndA(MP ).

Lemma 5.13. The map R is multiplicative.

Proof. Using proposition 5.12 we have that two arbitrary elements y, z ∈ A are of the form
y = (s−m1G/P )y0(sm1G/P ), z = (s−n1G/P )z0(sn1G/P ) with m,n ∈ N and y0, z0 ∈ A0.
We can choose m = n. It follows that

yz = (s−m1G/P )y0z0(sm1G/P ) = (s−m1G/P )x0(sm1G/P )

with x0 := y0z0 ∈ A0, and that

R(yz) = R((s−m1G/P )x0(sm1G/P )) = s−m ◦ R0(x0) ◦ sm

= s−m ◦ R0(y0) ◦ R0(z0) ◦ sm

= (s−m ◦ R0(y0) ◦ sm) ◦ (s−m ◦ R0(z0) ◦ sm)

= R(y) ◦ R(z) .
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Note that the images Res(AC0) and R0(A0) necessarily lie in the image of EndA(M) =
EndA(Res(1C0)(MP )) by the natural embedding into EndA(MP ). This reduces us to
search for an A[P+]-equivariant (unital) A-algebra homomorphism

R0 : A0 −→ EndA(M)

which extends Res |AC0. In fact, since for g ∈ N0PN0 and f ∈ C∞(g−1C0∩C0, A) we have
gf = (g1g−1C0∩C0)(1f) with 1f ∈ AC0 it suffices to find the elements

Hg = R0(g1g−1C0∩C0) ∈ EndA(M) for g ∈ N0PN0 .

Note that P+ = N0L+ is contained in N0PN0 = N0LNN0.

Proposition 5.14. We suppose given, for any g ∈ N0PN0, an element Hg ∈ EndA(M).
Then the map

R0 : A0 −→ EndA(M)∑
g∈N0PN0

gfg 7−→
∑

g∈N0PN0

Hg ◦ res(fg)

is an A[P+]-equivariant (unital) A-algebra homomorphism which extends Res |AC0 if and
only if, for all g, h ∈ N0PN0, b ∈ P ∩N0PN0, and all compact open subsets V ⊂ C0, the
relations

H1. res(1V) ◦ Hg = Hg ◦ res(1g−1V∩C0) ,

H2. Hg ◦ Hh = Hgh ◦ res(1(gh)−1C0∩h−1C0∩C0) ,

H3. Hb = b ◦ res(1b−1C0∩C0) .

hold true. When H1 is true, H2 can equivalently be replaced by

Hg ◦ Hh = Hgh ◦ res(1h−1C0∩C0) .

Proof. Necessity of the relations is easily checked. Vice versa, the first two relations imply
that R0 is multiplicative. The third relation says that R0 extends Res |AC0.

The last sentence of the assertion derives from the fact that we have

Hgh ◦ res(1(gh)−1C0∩h−1C0∩C0) = Hgh ◦ res(1(gh)−1C0∩C0) ◦ res(1h−1C0∩C0)

= Hgh ◦ res(1h−1C0∩C0)

since Hgh ◦ res(1(gh)−1C0∩C0) = Hgh by the first relation.
The P+-equivariance is equivalent to the identity

R0((c1G/P )gfg(c1G/P )−1) = ϕc ◦ R0(gfg) ◦ ψc
where c ∈ P+ and fg is any function in C∞(g−1C0 ∩ C0). By the definition of R0 and the
P+-equivariance of res the left hand side is equal to

Hcgc−1 ◦ ϕc ◦ res(fg) ◦ ψc
whereas the right hand side is

ϕc ◦ Hg ◦ res(fg) ◦ ψc .

Since ψc is surjective and res(fg) = res(1g−1C0∩C0)◦res(fg) we see that the P+-equivariance
of R0 is equivalent to the identity

Hcgc−1 ◦ ϕc ◦ res(1g−1C0∩C0) = ϕc ◦ Hg ◦ res(1g−1C0∩C0) .

But as a special case of the first relation we have Hg ◦ res(1g−1C0∩C0) = Hg. Hence the
latter identity coincides with the relation

Hcgc−1 ◦ ϕc ◦ res(1g−1C0∩C0) = ϕc ◦ Hg .

This relation holds true because ϕc = Hc and by the second relation Hcgc−1 ◦ Hc = Hcg
and Hc ◦ Hg = Hcg ◦ res(1g−1C0∩C0).
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5.3 Integrating α when M is compact

Let M be a compact topologically étale A[P+]-module. Then MP is compact, hence the
continuous action of P on MP (proposition 4.5) induces a continuous map P → Econt.

We will construct an extension R̃es of Res to AC⊂G/P by integration. For any g ∈ G,
we consider the continuous map

αg : g−1C ∩ C α(g,.)−−−−→ P → Econt .

We introduce the A-linear maps

ρ : A = AC⊂G/P → Cc(C, Econt)∑
g∈G

gfg 7→
∑
g∈G

αgfg .

and

R̃es : A = AC⊂G/P → Econt

a 7→
∫
C
ρ(a)dRes .

For b ∈ P the map αb is the constant map on C with value b (lemma 5.3 iii). It follows
that

R̃es | AC = Res .

is an extension as we want it.

Theorem 5.15. R̃es is a homomorphism of A-algebras.

Proof. Let g, h ∈ G and let Vg and Vh be compact open subsets of g−1C ∩C and h−1C ∩C,
respectively. We have to show that

R̃es((g1Vg )(h1Vh)) = R̃es(g1Vg ) ◦ R̃es(h1Vh)

holds true. This is, by definition of R̃es, equivalent to the identity∫
C
αgh1h−1Vg∩VhdRes =

∫
C
αg1VgdRes ◦

∫
C
αh1VhdRes .

Let Ug, Uh be the open compact subsets of N corresponding to Vg, Vh and let f be the
map αg1Vg , seen as a map on N with support on Ug. Let L ⊂MP be an open A-submodule
and let VL be chosen as in lemma 4.10, with λ = Res. If we let Nk,v = α(h, xv).(vNk),
then the P -equivariance of Res combined with remark 4.11 yield, for v ∈ Uh and k ≥ 1∫

C
αg1VgdRes ◦ α(h, xv) ◦ Res(1vNk) =

∫
N

fdRes ◦ Res(1Nk,v ) ◦ α(h, xv)

=

∫
N

(f1Nk,v )dRes ◦ α(h, xv) .

Writing α(h, xv) = nvtv with nv ∈ N and tv ∈ L, for k large enough we have
UgtvNkt

−1
v ⊂ Ug and tvNkt

−1
v ⊂ VL for all v ∈ Uh (by compactness of (tv)v∈Uh). Since

Nk,v = (α(h, xv).v)tvNkt
−1
v , we deduce that Nk,v∩Ug 6= ∅ ⇔ α(h, xv).v ∈ Ug ⇔ hxv ∈ Vg

and hence, by lemma 4.10 for all sufficiently large k we have, uniformly in v ∈ Uh,∫
N

f1Nk,vdRes ≡ 1xv∈h−1Vg∩Vhf(α(h, xv).v) ◦ Res(1Nk,v ) =

= 1xv∈h−1Vg∩Vhα(g, hxv) ◦ Res(1Nk,v ) (mod Econt
L ) .
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Combining the last two relations with lemma 5.5, and using again the P -equivariance
of Res, we obtain for k large enough and for all v ∈ Uh∫
C
αg1VgdRes ◦α(h, xv) ◦Res(1vNk) ≡ 1xv∈h−1Vg∩Vhα(gh, xv) ◦Res(1vNk) (mod Econt

L ) .

The result follows by summing over v and letting k →∞ (Cor. 4.9).

5.4 G-equivariant sheaf on G/P

Let M be a compact topologically étale A[P+]-module. We briefly survey our construction
of a G-equivariant sheaf on G/P functorially associated with M .

From proposition 3.17 we obtain an A-algebra homomorphism

Res : C∞c (C, A)#P → Econt

which gives rise to a P -equivariant sheaf on C as described in detail in the theorem 3.23.
By theorem 5.15, it extends to an A-algebra homomorphism

R̃es : AC⊂G/P → Econt .

This homomorphism defines on the global sections with compact support MP
c of the

sheaf on C the structure of a nondegenerate AC⊂G/P -module. The latter leads, by propo-
sition 5.10, to the unital C∞c (G/P,A)#G-module Z ⊗A MP

c which corresponds to a G-
equivariant sheaf on G/P extending the earlier sheaf on C (remark 3.24). We will denote
the sections of this latter sheaf on an open subset U ⊂ G/P by M � U . The restric-
tion maps in this sheaf, for open subsets V ⊂ U ⊂ G/P , will simply be written as
ResUV : M � U → M � V.

We observe that for a standard compact open subset U ⊂ G/P with g ∈ G such that
gU ⊂ C the action of the element g on the sheaf induces an isomorphism of A-modules

M�U
∼=−→M�gU = MgU . Being the image of a continuous projector on MP (proposition

4.5), MgU is naturally a compact topological A-module. We use the above isomorphism
to transport this topology to M � U . The result is independent of the choice of g since,
if gU = hU for some other h ∈ G, then hU ⊂ (gh−1)−1C ∩ C and, by construction, the

endomorphism gh−1 of M � hU is given by the continuous map R̃es(gh−11hU ).
A general compact open subset U ⊂ G/P is the disjoint union U = U1 ∪̇ . . . ∪̇ Um of

standard compact open subsets Ui (proposition 5.3). We equip M � U = M � U1 ⊕ . . .⊕
M � Um with the direct product topology. One easily verifies that this is independent of
the choice of the covering.

Finally, for an arbitrary open subset U ⊂ G/P we have M � U = lim←−M � V, where V
runs over all compact open subsets V ⊂ U , and we equip M � U with the corresponding
projective limit topology.

It is straightforward to check that all restriction maps are continuous and that any
g ∈ G acts by continuous homomorphisms. We see that (M�U)U is a G-equivariant sheaf
of compact topological A-modules.

Lemma 5.16. For any compact open subset U ⊂ G/P the action G†U×(M�U) → M�U
of the open subgroup G†U (lemma 5.7) on the sections on U is continuous.

Proof. Using proposition 5.3, it suffices to consider the case that U ⊂ C. Note that G†U
acts by continuous automorphisms on M � U = MU . By (24) the map

G†U × U → Econt

(g, x) 7→ αg(x)
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is continuous. Hence ([3] TG X.28 Th. 3) the corresponding map

G†U → C(U , Econt)

is continuous, where we always equip the module C(U , Econt) of Econt-valued continuous
maps on U with the compact-open topology. On the other hand it is easy to see that, for
any measure λ on C with values in Econt, the map∫

U
. dλ : C(U , Econt) → Econt

is continuous. It follows that the map

G†U → Econt

g 7→ R̃es(g1U )

is continuous. The direct decomposition MP = MU ⊕MC−U gives a natural inclusion map
EndcontA (MU )→ Econt through which the above map factorizes. The resulting map

G†U → EndcontA (MU )

is continuous and coincides with the G†U -action on MU . As MU is compact this continuity

implies the continuity of the action G†U ×MU →MU .

The same construction can be done, starting from the compact topologically étale
A[PU ]-module MU , for any compact open subgroup U ⊂ N .

Proposition 5.17. Let U ⊂ N be a compact open subgroup. The G-equivariant sheaves
on G/P associated to (N0,M) and to (U,MU ) are equal.

Proof. As the P -equivariant sheaves on the open cell associated to (N0,M) and to (U,MU )
are equal by proposition 3.28, and as the function αg depends only on the open cell, our
formal construction gives the same G-equivariant sheaf.

6 Integrating α when M is non compact

Recall that we have chosen a certain element s ∈ Z(L) such that L = L−s
Z and (Nk =

skN0s
−k)k∈Z is a decreasing sequence with union N and trivial intersection. We now

suppose in addition that (Nk := s−kw0N0w
−1
0 sk)k∈Z is a decreasing sequence with union

N = w0Nw
−1
0 and trivial intersection.

We have chosen A and M in section 4.1. We suppose now in addition that M is a
topologically étale A[P+]-module which is Hausdorff and complete.

Definition 6.1. A special family of compact sets in M is a family C of compact subsets
of M satisfying :

C(1) Any compact subset of a compact set in C also lies in C.

C(2) If C1, C2, . . . , Cn ∈ C then
⋃n
i=1 Ci is in C, as well.

C(3) For all C ∈ C we have N0C ∈ C.

C(4) M(C) :=
⋃
C∈C C is an étale A[P+]-submodule of M .

Note that M is the union of its compact subsets, and that the family of all compact
subsets of M satisfies these four properties.

Let C be a special family of compact sets in M . A map from M(C) to M is called
C-continuous if its restriction to any C ∈ C is continuous. We equip the A-module
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HomCont
A (M(C),M) of C-continuous A-linear homomorphisms from M(C) to M with the

C-open topology. The A-submodules

E(C,M) := {f ∈ HomCont
A (M(C),M) : f(C) ⊆M} ,

for any C ∈ C and any open A-submodule M ⊆ M , form a fundamental system of
open neighborhoods of zero in HomCont

A (M(C),M). Indeed, this system is closed for finite
intersection by C(2). Since N0 is compact the E(C,M) for C such that N0C ⊆ C and
M an A[N0]-submodule still form a fundamental system of open neighborhoods of zero.
(Lemma 4.3 and C(3)). We have:

– HomCont
A (M(C),M) is a topological A-module.

– HomCont
A (M(C),M) is Hausdorff, since C covers M(C) by C(4) and M is Hausdorff.

– HomCont
A (M(C),M) is complete ([3] TG X.9 Cor.2).

6.1 (s, res,C)-integrals

We have the P+-equivariant measure res : C∞(N0, A) −→ EndcontA (M) on N0. If M
is not compact then it is no longer possible to integrate any map in the A-module
C(N0,EndcontA (M)) of all continuous maps on N0 with values in EndcontA (M) against
this measure. This forces us to introduce a notion of integrability with respect to a special
family of compact sets in M .

Definition 6.2. A map F : N0 → HomCont
A (M(C),M) is called integrable with respect to

(s, res, C) if the limit∫
N0

Fd res := lim
k→∞

∑
u∈J(N0/Nk)

F (u) ◦ res(1uNk) ,

where J(N0/Nk) ⊆ N0, for any k ∈ N, is a set of representatives for the cosets in N0/Nk,
exists in HomCont

A (M(C),M) and does not depend on the choice of the sets J(N0/Nk).

We suppress C from the notation when C is the family of all compact subsets of M .

Note that we regard res(1uNk) as an element of EndcontA (M(C)). This makes sense as the
algebraically étale submodule M(C) of the topologically étale module M is topologically
étale.

One easily sees that the set Cint(N0,HomCont
A (M(C),M)) of integrable maps is an

A-module. The A-linear map∫
N0

.d res : Cint(N0,HomCont
A (M(C),M)) −→ HomCont

A (M(C),M)

will be called the (s, res,C)-integral.

We give now a general integrability criterion.

Proposition 6.3. A map F : N0 −→ HomCont
A (M(C),M) is (s, res, C)-integrable if, for

any C ∈ C and any open A-submodule M ⊆ M , there exists an integer kC,M ≥ 0 such
that

(F (u)− F (uv)) ◦ res(1uNk+1
) ∈ E(C,M) for any k ≥ kC,M, u ∈ N0, and v ∈ Nk.
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Proof. Let J(N0/Nk) and J ′(N0/Nk), for k ≥ 0, be two choices of sets of representatives.
We put

sk(F ) :=
∑

u∈J(N0/Nk)

F (u) ◦ res(1uNk) and s′k(F ) :=
∑

u′∈J′(N0/Nk)

F (u′) ◦ res(1u′Nk) .

Since HomCont
A (M(C),M) is Hausdorff and complete it suffices to show that, given any

neighborhood of zero E(C,M), there exists an integer k0 ≥ 0 such that

sk(F )− sk+1(F ), sk(F )− s′k(F ) ∈ E(C,M) for any k ≥ k0.

For u ∈ J(N0/Nk+1) let ū ∈ J(N0/Nk) and u′ ∈ J ′(N0/Nk+1) be the unique elements
such that uNk = ūNk and uNk+1 = u′Nk+1, respectively. Then

sk(F ) =
∑

u∈J(N0/Nk+1)

F (ū) ◦ res(1uNk+1
)

and hence

(26) sk(F )− sk+1(F ) =
∑

u∈J(N0/Nk+1)

(F (u(u−1ū))− F (u)) ◦ res(1uNk+1
) .

Since u−1ū ∈ Nk it follows from our assumption that the right hand side lies in E(C,M)
for k ≥ kC,M. Similarly

sk+1(F )− s′k+1(F ) =
∑

u∈J(N0/Nk+1)

(F (u)− F (u(u−1u′))) ◦ res(1uNk+1
) ;

again, as u−1u′ ∈ Nk+1 ⊆ Nk, the right hand sum is contained in E(C,M) for k ≥
kC,M.

6.2 Integrability criterion for α

Let Ug ⊆ N0 be the compact open subset such that Ugw0P/P = g−1C0∩C0. This intersec-
tion is nonempty if and only if g ∈ N0PN0, which we therefore assume in the following.
We consider the map

αg,0 : N0 −→ EndcontA (M)

u 7−→

{
Res(1N0) ◦ αg(xu) ◦ Res(1N0) if u ∈ Ug,
0 otherwise

(where we identify EndcontA (M) with its image in Econt under the natural embedding
(20) using that Res(1N0) = σ0 ◦ ev0). Restricting αg,0(u) ∈ EndcontA (M) to M(C) for
any u ∈ N0 we may view αg,0 as a map from N0 to EndcontA (M(C)) since M(C) is an
étale A[P+]-submodule of M . However, as we do not assume M(C) to be complete, it
will be more convenient for the purpose of integration to regard αg,0 as a map into

HomCont
A (M(C),M). We want to establish a criterion for the (s, res,C)-integrability of the

map αg,0.
By the argument in the proof of lemma 5.6 (applied to V = g−1C0∩C0) we may choose

an integer k
(0)
g ≥ 0 such that, for any k ≥ k(0)

g , we have UgNk ⊆ Ug and

(27) α(g, xu).uNk ⊆ gUg for any u ∈ Ug.

Lemma 6.4. For u ∈ Ug and k ≥ k(0)
g we have

αg,0(u) ◦ res(1uNk) = α(g, xu) ◦ Res(1uNk) .
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Proof. Using the P -equivariance of Res we have

α(g, xu) ◦ Res(1uNk) = Res(1α(g,xu).uNk) ◦ α(g, xu) ◦ Res(1uNk)

= Res(1N0) ◦ Res(1α(g,xu).uNk) ◦ α(g, xu) ◦ Res(1uNk)

= Res(1N0) ◦ α(g, xu) ◦ Res(1N0) ◦ Res(1uNk)

= αg,0(u) ◦ res(1uNk)

where the second identity follows from (27).

For u ∈ Ug and k ≥ k(0)
g we put

(28) Hg,J(N0/Nk) :=
∑

u∈Ug∩J(N0/Nk)

α(g, xu) ◦ Res(1uNk) .

By Lemma 6.4, each summand on the right hand side belongs to EndA(M(C)). If αg,0 is
(s, res,C)-integrable, the limit

(29) Hg := lim
k≥k(0)g ,k→∞

Hg,J(N0/Nk)

exists in HomCont
A (M(C),M) and is equal to the (s, res,C)-integral of αg,0

(30)

∫
N0

αg,0d res = Hg .

We investigate the integrability criterion of Prop. 6.3 for the function αg,0. We have
to consider the elements

(31) ∆g(u, k, v) := (αg,0(u)− αg,0(uv)) ◦ res(1uNk+1
) ,

for u ∈ Ug, k ≥ k(0)
g , and v ∈ Nk. By Lemma 6.4, we have

∆g(u, k, v) = (αg,0(u) ◦ res(1uNk)− αg,0(uv) ◦ res(1uvNk)) ◦ res(1uNk+1
)

= (α(g, xu) ◦ Res(1uNk)− α(g, xuv) ◦ Res(1uvNk)) ◦ Res(1uNk+1
)

= (α(g, xu)− α(g, xuv)) ◦ Res(1uNk+1
)

= (α(g, xu)− α(g, xuv)) ◦ u ◦ Res(1Nk+1
) ◦ u−1

Recall that Ng ⊂ N is the subset such that Ngw0P/P = g−1C ∩ C.

Lemma 6.5. For u ∈ Ng and v ∈ N such that uv ∈ Ng we have:

i. v ∈ Nn̄(g,u);

ii. α(g, xuv) = α(g, xu)uα(n̄(g, u), xv)u
−1.

Proof. i. Because of gu = α(g, xu)un̄(g, u) we have

α(g, xu)un̄(g, u)v = guv ∈ α(g, xuv)uvN

and hence
n̄(g, u)vw0P = u−1α(g, xu)−1α(g, xuv)uvw0P ∈ Pw0P .

ii. By i. the equation n̄(g, u)vw0N = α(n̄(g, u), xv)vw0N holds. Hence

guvw0N = α(g, xu)un̄(g, u)vw0N = α(g, xu)uα(n̄(g, u), xv)vw0N

and therefore α(g, xuv)uv = α(g, xu)uα(n̄(g, u), xv)v.
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Let f : Ug → P be the map u 7→ α(g, xu)u. The previous computation shows that for
all u ∈ Ug and v ∈ Nk we have

(32) ∆g(u, k, v) = (f(u)− f(uv)v−1) ◦ Res(1Nk+1
) ◦ u−1 .

Let f(u) = n(g, u)t(g, u), with n(g, u) ∈ N0 and t(g, u) ∈ L. Also, write gu = f(u)n(g, u)
with n(g, u) ∈ N . Since t(g, Ug) ⊂ L and n(g, Ug) ⊂ N are compact subsets, there is

k
(1)
g ≥ k(0)

g such that

(33) Λg := t(g, Ug)s
k(1)g ⊂ L+, n(g, Ug) ⊂ N−k(1)g .

Proposition 6.6. For any compact open subgroup P1 of P0 there is k
(2)
g (P1) ≥ k(1)

g such

that for all k ≥ k(2)
g (P1), u ∈ Ug and v ∈ Nk

f(u)− f(uv)v−1 ∈ N0s
k−k(1)g (1− P1)Λgs

−k.

Proof. We abbreviate n(u) = n(g, u) and similarly for t(u) and n(u). Since f(u)n(u)v =
guv = f(uv)n(uv), we have

f(u)− f(uv)v−1 = f(u)(1− n(u)vn(uv)−1v−1) =

= n(u)(1− t(u)n(u)vn(uv)−1v−1t(u)−1)t(u).

Since n(u) ∈ N0, t(u) ∈ s−k
(1)
g Λg and (t(u))u∈Ug is compact, it suffices to prove that for

any compact open subgroup P2 of P0 we have n(u)vn(uv)−1v−1 ∈ skP2s
−k for sufficiently

large k. But if v = skn0s
−k, we can write

n(u)vn(uv)−1v−1 = sk(s−kn(u)sk)n0(s−kn(uv)−1sk)n−1
0 s−k

∈ skN
k−k(1)g

(
⋃

n0∈N0

n0Nk−k(1)g
n−1

0 )s−k.

The result follows from the compactness of N0 and the fact that the Nk’s shrink to {1}
as k →∞.

Corollary 6.7. For any compact open subgroup P1 of P0 and k ≥ k(2)
g (P1)

∆g(Ug, k,Nk) ⊂ N0s
k−k(1)g (1− P1)Λgsψ

k+1N0.

Proof. Proposition 6.6 and relation (32) show that

∆g(Ug, k,Nk) ⊂ N0s
k−k(1)g (1− P1)Λgs ◦ s−(k+1) ◦ Res(1Nk+1

) ◦N0.

The P -equivariance of Res yields s−(k+1) ◦Res(1Nk+1
) = Res(1N0)◦ s−k−1, and this is the

image of ψk+1 ∈ Endcont
A (M) in Endcont

A (MP ). The result follows.

This leads to an integrability criterion for αg,0, which depends only on (s,M,C).

Proposition 6.8. We suppose that (s,M,C) satisfies:

C(5) For any C ∈ C the compact subset ψ(C) ⊆M also lies in C.

T(1) For any C ∈ C such that C = N0C, any open A[N0]-submodule M of M , and any
compact subset C+ ⊆ L+ there exists a compact open subgroup P1 = P1(C,M, C+) ⊆
P0 and an integer k(C,M, C+) ≥ 0 such that

(34) sk(1− P1)C+ψ
k(C) ⊆M for any k ≥ k(C,M, C+) .
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Then the map αg,0 : N0 → HomCont
A (M(C),M) is (s, res, C)-integrable for all g ∈ N0PN0.

Proof. By the general integrability criterion of Prop. 6.3, the map αg,0 is integrable if for
any (C,M) as above, there exists kC,M,g ≥ 0 such that

(35) ∆g(u, k, v) ∈ E(C,M) for any k ≥ kC,M,g, u ∈ Ug, and v ∈ Nk.

By (6.7), this is true if kC,M,g ≥ k(2)
g (P1) and

sk−k
(1)
g (1− P1)Λgsψ

k+1(C) ⊂M ,(36)

because N0M =M and N0C = C.
We note that the set C+ = Λgs is contained in L+ by (33) and is compact, that the

set C ′ = ψk
(1)
g +1(C) ⊂ M is compact and N0C

′ = C ′ because the map ψ is continuous
and N0ψ(C) = ψ(sN0s

−1C) = ψ(C), and that (36) is equivalent to

sk−k
(1)
g (1− P1)C+ψ

k−k(1)g ⊂ E(C ′,M) .

By our hypothesis, there exists an open subgroup P1 ⊂ P0 such that this inclusion is

satisfied when k ≥ k(1)
g + k(C ′,M, C+). For

(37) kC,M,g := max(k(1)
g + k(C ′,M, C+), k(2)

g (P1)).

(35) is satisfied. By construction, P1 depends on ψk
(1)
g +1(C),M,Λgs, hence only on

C,M, g.

Later, under the assumptions of Prop. 6.8, we will use the argument in the previous
proof in the following slightly more general form: for C,M, C+ as in the proposition and
an integer k′ ≥ 0 we have

(38) sk−k
′
(1− P1(ψk

′
(C),M, C+))C+ψ

k ⊆ E(C,M)

for any k ≥ k′ + k(ψk
′
(C),M, C+).

6.3 Extension of Res

Proposition 6.9. Suppose that (s,M,C) satisfies the assumptions of Prop. 6.8 and that
the (s, res,C)-integral Hg of αg,0 is contained in EndA(M(C)) for all g ∈ N0PN0. In
addition we assume that:

C(6) For any C ∈ C the compact subset ϕ(C) ⊆M also lies in C.

T(2) Given a set J(N0/Nk) ⊂ N0 of representatives for cosets in N0/Nk, for k ≥ 1, for
any x ∈M(C) and g ∈ N0PN0 there exists a compact A-submodule Cx,g ∈ C and a
positive integer kx,g such that Hg,J(N0/Nk)(x) ⊆ Cx,g for any k ≥ kx,g.

Then the Hg satisfy the relations H1, H2, H3 of Prop. 5.14.

Remark 6.10. The properties C(3),C(5),C(6) imply that for any u ∈ N0, k ≥ 1, and
C ∈ C also res(1uNk)(C) lies in C. Indeed, res(1uNk) = u ◦ ϕk ◦ ψk ◦ u−1.

We prove now H1 and H3, which do not use the last assumption. The proof of ii. is
postponed to the next subsection.

Proof. For the proof of H1 let V ⊂ C0 be a compact open subset and let U1, U2 be the
compact open subsets ofN0 corresponding to V and g−1V∩C0. To prove that res(1V)◦Hg =
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Hg ◦ res(1g−1V∩C0), it suffices to verify that if k is large enough, then for all u ∈ Ug we
have

(39) Res(1U1
) ◦ α(g, xu) ◦ Res(1uNk) = α(g, xu) ◦ Res(1uNk) ◦ Res(1U2

) .

If Nk,u = α(g, xu).(uNk), then by P -equivariance of Res, (39) is equivalent to

(40) Res(1U1∩Nk,u) ◦ α(g, xu) = α(g, xu) ◦ Res(1uNk∩U2
) .

Write α(g, xu) = nutu with nu ∈ N and tu ∈ L. If k is large enough, then for all
u ∈ Ug we have U2Nk ⊂ U2 and U1tuNkt

−1
u ⊂ U1. Since Nk,u = (α(g, xu).u)tuNkt

−1
u , we

obtain
U1 ∩Nk,u 6= ∅ ⇔ α(g, xu).u ∈ U1 ⇔ gxu ∈ V

⇔ xu ∈ g−1V ∩ C0 ⇔ u ∈ U2 ⇔ uNk ⊂ U2 .

Hence (40) is equivalent to 0 = 0 or to Res(1Nk,u)◦α(g, xu) = α(g, xu)◦Res(1uNk), which
is true as Res is P -equivariant.

H3. For b ∈ P ∩N0PN0 we have

αb,0 = constant map on N0 with value res(1C0) ◦ b ◦ res(1C0)

and hence
Hb = res(1C0) ◦ b ◦ res(1C0) = b ◦ res(1b−1C0∩C0) .

6.4 Proof of the product formula

We invoke now the full set of assumptions of Prop. 6.9 and we prove the product formula

Hg ◦ Hh = Hgh ◦ res(1h−1C0∩C0) .

for g, h ∈ N0PN0. This suffices by Prop. 5.14.

Let k0 := max(k
(0)
g , k

(1)
h , k

(0)
gh ) + 1 and let k ≥ k0.

As k ≥ k
(0)
h (because k

(1)
h ≥ k

(0)
h (33)), the set Uh is a disjoint union of cosets uNk.

We choose a set J(N0/Nk) ⊂ N0 of representatives of the cosets in N0/Nk and for each
u ∈ J(N0/Nk)∩Uh a set Ju(N0/Nk−k0) ⊂ N0 of representatives of the cosets in N0/Nk−k0
with n(g, u) ∈ Ju(N0/Nk−k0) (see (23)).

We write Hg ◦ Hh −Hgh ◦ res(1h−1C0∩C0) as the sum over u ∈ J(N0/Nk) ∩ Uh of

(Hg ◦ Hh −Hgh ◦ Res(1Uh)) ◦ Res(1uNk) = ak,u + bk,u + ck,u ,(41)

where

ak,u :=(Hg ◦ Hh −Hg,Ju(N0/Nk−k0 ) ◦ Hh,J(N0/Nk)) ◦ Res(1uNk)

bk,u :=(Hg,Ju(N0/Nk−k0 ) ◦ Hh,J(N0/Nk) −Hgh,J(N0/Nk)) ◦ Res(1Uh) ◦ Res(1uNk)

ck,u :=(Hgh,J(N0/Nk) −Hgh) ◦ Res(1Uh) ◦ Res(1uNk).

The product formula follows from the claim that bk,u = 0 and that for an arbitrary
compact subset C ∈ C such that N0C = C, and an arbitrary open A[N0]-moduleM⊂M ,
ak,u and ck,u lies in E(C,M) when k is very large, independently of u.

The claim results from the following three propositions.
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Because (s,M,C) satisfies Prop. 6.8, we associate to (C,M, g) the integer kC,M,g

defined in (37) which is independent of the choice of the J(N0/Nk). For the sake of
simplicity, we write

(42) H(k)
g := Hg,J(N0/Nk) , s

(k)
g := H(k+1)

g −H(k)
g .

By (26), we have, for k ≥ k(0)
g ,

s(k)
g =

∑
u∈Ug∩J(N0/Nk+1)

∆g(u, k, vu)

for some vu ∈ Nk. It follows from (6.7) that, for any given compact open subgroup
P1 ⊂ P0, we have

(43) s(k)
g ∈ < N0s

k−k(1)g (1− P1)Λgsψ
k+1N0 >A for k ≥ k(2)

g (P1) ,

where we use the notation < X >A for the A-submodule in EndA(M) generated by X.

We deduce from the proof of Prop. 6.8, that s
(k)
g ∈ E(C,M) for any k ≥ kC,M,g.

Proposition 6.11. (Hg −Hg,J(N0/Nk)) ◦ Res(1uNk) ∈ E(C,M) for any k ≥ kC,M,g.

Proof. When k ≥ 0, k2 ≥ max(k − 1, k
(0)
g ), u′ ∈ Ug, v ∈ Nk we have that ∆g(u

′, k2, v) ◦
Res(1uNk) is equal either to ∆g(u

′, k2, v) or to 0. If follows that

s(k2)
g ◦ Res(1uNk) ⊆ E(C,M) for any k2 ≥ max(k − 1, kC,M,g) and k ≥ 0,

Now we fix k ≥ kC,M,g. Note that Res(1uNk)(C) is contained in C by the stability of C

by ψ, ϕ, and u±1. Therefore the sequence (H(k2)
g ◦Res(1uNk))k2 converges toHg◦Res(1uNk)

in HomCont
A (M(C),M). In particular, we have

(Hg −H(k2)
g ) ◦ Res(1uNk) ⊆ E(C,M) for any k2 ≥ max(k − 1, kC,M,g) and k ≥ 0.

The statement follows by taking k2 = k.

This establishes that ck,u lies in E(C,M) when k ≥ kC,M,gh.

Note that the proposition is true also for any other system J ′(N0/Nk) ⊂ N0 of repre-

sentatives for the cosets in N0/Nk for the same integer kC,M,g. We write H′(k)
g and s

′(k)
g

for the elements defined in (42) for J ′(N0/Nk).

Proposition 6.12. There exists an integer kC,M,g,h,k0 ∈ N, independent of the choices
of J(N0/Nk) and J ′(N0/Nk), such that:

i. H′(k+1−k0)
g ◦ H(k+1)

h − H′(k−k0)
g ◦ H(k)

h ∈ E(C,M), for all k ≥ kC,M,g,h,k0 , and the

sequence (H′(k−k0)
g ◦ H(k)

h ) converges to Hg ◦ Hh in HomCont
A (M(C),M).

ii. (Hg ◦ Hh −H′(k−k0)
g ◦ H(k)

h ) ◦ Res(1uNk) ∈ E(C,M), for all k ≥ kC,M,g,h,k0 .

Proof. i. To prove the first assertion, we write

H′(k+1−k0)
g ◦ H(k+1)

h −H′(k−k0)
g ◦ H(k)

h = H′(k+1−k0)
g ◦ s(k)

h + s′(k−k0)
g ◦ H(k)

h .(44)

Note that, when k ≥ k
(1)
g , the endomorphisms H′(k)

g and H(k)
g are contained in the A-

module < N0s
k−k(1)g Λgψ

kN0 >A, because

α(g, xu) ◦ Res(1uNk) = n(g, u)t(g, u)u−1uskψku−1 ⊂ N0s
k−k(1)g Λgψ

kN0 for u ∈ Ug.
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We consider any compact open subgroup P1 ⊂ P0 and we assume k ≥ max(k
(2)
g (P1) +

k0, k
(2)
h (P1)). With (43) we obtain that (44) is contained in

< N0s
k+1−k0−k(1)g Λgψ

k+1−k0N0s
k−k(1)h (1− P1)Λhsψ

k+1N0 >A

+ < N0s
k−k0−k(1)g (1− P1)Λgsψ

k−k0+1N0s
k−k(1)h Λhψ

kN0 >A .

Recalling that ψa(N0ϕ
a+b(m)) = ψa(N0)ϕb(m) = N0ϕ

b(m) for a, b ∈ N and m ∈ M , we
see that this is contained in

< N0s
k+1−k0−k(1)g ΛgN0s

k0−k(1)h −1(1− P1)Λhsψ
k+1N0 >A

+ < N0s
k−k0−k(1)g (1− P1)ΛgN0s

k0−k(1)h Λhψ
kN0 >A .

As k + 1− k0 − k(1)
g ≥ k(2)

g (P1) + 1− k(1)
g ≥ 1 and as Λg ⊂ L+, we have

N0s
k+1−k0−k(1)g ΛgN0 ⊂ N0s

k+1−k0−k(1)g Λg ,

and this is contained in

< N0s
k+1−k0−k(1)g Λgs

k0−k(1)h −1(1− P1)Λhsψ
k+1N0 >A

+ < N0s
k−k0−k(1)g (1− P1)Λgs

k0−k(1)h Λhψ
kN0 >A .

We assume, as we may, that the compact open subgroup P1 of P0 satisfies tP1t
−1 ⊆ P1 for

all t in the compact set Λgs
k0−k(1)h −1 of L+. Then we finally obtain that (44 is contained

in

< N0s
k+1−k0−k(1)g (1− P1)Λgs

k0−k(1)h Λhψ
k+1N0 >A

+ < N0s
k−k0−k(1)g (1− P1)Λgs

k0−k(1)h Λhψ
kN0 >A .

This subset of EndA(M) is contained in E(C,M) when

sk+1−k0−k(1)g (1− P1)Λgs
k0−k(1)h Λhψ

k+1(C) and sk−k0−k
(1)
g (1− P1)Λgs

k0−k(1)h Λhψ
k(C)

are contained in E(C,M) because N0C = C andM is an A[N0]-module. By (38), this is

true when P1 is contained in P1(ψk0+k(1)g (C),M,Λgs
k0−k(1)h Λh) and k ≥ kC,M,g,h,k0 where

(45) kC,M,g,h,k0 := max(k(2)
g (P1) + k0, k

(2)
h (P1), k(ψk0+k(1)g (C),M,Λgs

k0−k(1)h Λh)).

The first assertion of i. is proved. We deduce the second assertion from the following claim
and the last assumption of Prop. 6.9:

Let (An)n∈N and (Bn)n∈N be two convergent sequences in HomCont
A (M(C),M) with

limits A and B, respectively; assume that (Bn)n∈N and B are in EndA(M(C)) and that,
for any x ∈ C there exists an A-submodule C ∈ C such that Bn(x) ∈ C for any large n.
Then, if the sequence (An ◦Bn)n∈N is convergent, its limit is A ◦B.

Let D be the limit of the sequence (An ◦ Bn)n. It suffices to show that, for any open
A-submoduleM⊆M and any element x ∈M(C) we have (D−A◦B)(x) ∈M. We write

D −A ◦B = (D −An ◦Bn)− (A−An) ◦Bn −A ◦ (B −Bn) .

Obviously (D−An ◦Bn)(x) ∈M for large n. Secondly, the elements Bn(x) for any large
n are contained in some compact A-submodule C ∈ C, hence also (B −Bn)(x). Moreover
A − An ∈ E(C,M) for large n. Hence (A − An) ◦ Bn(x) ∈ M for large n. Finally, A
being C-continuous there is an open A-submodule M′ ⊆ M such that A(M′ ∩ C) ⊆ M.
Furthermore (B −Bn)(x) ∈M′ ∩C for large n. Hence A ◦ (B −Bn)(x) ∈M for large n.

ii. This follows from the second assertion in i. together with remark 6.10.
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We have now proved that ak,u ∈ E(C,M) when k ≥ kC,M,g,h,k0 .

Proposition 6.13. For u ∈ J(N0/Nk) ∩ Uh, we have

(46) Hg,Ju(N0/Nk−k0 ) ◦ Hh,J(N0/Nk) ◦ Res(1uNk) = Hgh,J(N0/Nk) ◦ Res(1uNk).

Proof. The left side of (46) is∑
v∈Ug∩Ju(N0/Nk−k0 )

α(g, xv) ◦ Res(1vNk−k0 ) ◦ α(h, xu) ◦ Res(1uNk) .

The right side of (46) is α(gh, xu) ◦ Res(1uNk) if u ∈ J(N0/Nk) ∩ Uh ∩ Ugh and is 0 if u
does not belong to Ugh. We recall that

α(h, xu)u = n(h, u)t(h, u) with n(h, u) ∈ N0 and t(h, u) ∈ L+s
−k(1)h .

It follows that

α(h, xu)uNkw0P ⊆ n(h, u)N
k−k(1)h

w0P ⊂ n(h, u)Nk−k0w0P.

We obtain

Res(1vNk−k0 )◦α(h, xu)◦Res(1uNk) =

{
α(h, xu) ◦ Res(1uNk) if vNk−k0 = n(h, u)Nk−k0 ,

0 otherwise.

We check now that u ∈ Ugh∩Uh if and only if n(h, u) ∈ Ug. Indeed xu = uw0P/P belongs
to h−1C0 ∩ C0 = Uhw0P/P ,

xu ∈ (gh)−1C0 ∩ h−1C0 ∩ C0 if and only if hxu ∈ g−1C0 ∩ C0

and hxu = α(h, xu)xu = n(h, u)w0P/P . It follows that u ∈ Ugh ∩ Uh if and only if
n(h, u) ∈ Ug. As Ju(N0/Nk−k0) contains n(h, u), we have v = n(h, u) when vNk−k0 =
n(h, u)Nk−k0 . We deduce that the left side of (46) is 0 when u does not belong to Ugh
and otherwise is equal to

α(g, hxu) ◦ α(h, xu) ◦ Res(1uNk) = α(gh, xu) ◦ Res(1uNk) ,

where the last equality follows from the product formula for α (Lemma 5.5).

We have proved that bk,u = 0, therefore ending the proof of the product formula.

6.5 Reduction modulo pn

We investigate now the situation that will appear for generalized (ϕ,Γ)-modules M , where
the reduction modulo a power of p allows to reduce to the simpler case where M is killed
by a power of p. We will use later this section to get a special family Cs in M such that
the (s, res,Cs)-integrals Hg exist for all g ∈ N0PN0 and satisfy the relations H1, H2, H3
of Prop. 5.14.

We assume now that (A,M) satisfies:

a. A is a commutative ring with the p-adic topology (the ideals pnA for n ≥ 1 form a
basis of neighborhoods of 0) and is Hausdorff.

b. M is a linearly topological A-module with a topology weaker than the p-adic topol-
ogy (a neighborhood of 0 contains some pnM) and M is a Hausdorff and topological
A[P+]-module as in section 6 (we do not suppose that M is complete).
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c. The submodules pnM , for n ≥ 1, are closed in M .

d. M is p-adically complete: the linear map M → lim←−n≥1
(M/pnM) is bijective.

For all n ≥ 1, we equip M/pnM with the quotient topology so that the quotient map
pn : M →M/pnM is continuous. The natural homomorphism

M
∼=−−→ lim←−

n≥1

(M/pnM)

is a homeomorphism, and the natural homomorphism

EndcontA (M)
∼=−−→ lim←−

n≥1

EndcontA (M/pnM)

is bijective. We have:

- For a subset C of M , let C be the closure of C. Then C = lim←−n≥1
pn(C) and if C is

closed, C = lim←−n≥1
pn(C). If C is p-compact (i.e. pn(C) are compact for all n ≥ 1),

then C is compact, and conversely ([2] I.29 Cor. and I.64 Prop.8).

- An endomorphism f of M which is p-continuous (i.e. the endomorphism fn induced
by f on M/pnM is continuous for all n ≥ 1) is continuous, and conversely.

- An action of a topological group H on M which is p-continuous (i.e. the induced
action of H on M/pnM is continuous for all n ≥ 1) is continuous, and conversely.

- If the M/pnM are complete for all n ≥ 1, then M is complete.

- The image Cn in M/pnM , for all n ≥ 1, of a special family C of compact subsets in
M such that, for all positive integers n,

pnM ∩M(C) = pnM(C)

is a special family. In this case, one has M(Cn) = M(C)/pnM(C).

- M is a topologically étale A[P+]-module if and only if M/pnM is a topologically étale
A[P+]-module, for all n ≥ 1. If we replace “topologically” by “algebraically”, this
is the same proof as for classical (ϕ,Γ)-modules (see subsection 7.3). The canonical
inverse ψs of the action ϕs of s is continuous if and only if it is p-continuous.

We introduce now our setting which will be discussed in this section.

We suppose that :

- M is a topologically étale A[P+]-module, and M/pnM is complete for all n ≥ 1.

- We are given, for n ≥ 1, a special family Cn of compact subsets in Mn = M/pnM
such that Cn contains the image of Cn+1 in Mn for all n ≥ 1.

Let C be the set of compact subsets C ⊂M such that pn(C) ∈ Cn for all n ≥ 1.

Lemma 6.14. C is a special family in M and M(C) = lim←−n≥1
M(Cn).

Proof. C(1) It is obvious that a compact subset C ′ of C ∈ C is in C because pn is continuous
and pn(C ′) is compact.

C(2) pn commutes with finite union hence C is stable by finite union.
C(3) pn commutes with the action of N0 hence C ∈ C implies N0C ∈ C.
C(4) By definition x ∈ M(C) if and only if pn(x) ∈ M(Cn) for all n > 1. The

compatibility of the Cn implies that the M(Cn) form a projective system. We deduce
M(C) = lim←−n≥1

M(Cn). As the latter ones are topologically étale, the topological A[P+]-

module M(C) is topologically étale by Remark 3.9.
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We have the natural map

lim←−
n

HomA(M(Cn),M/pnM)→ HomA(lim←−
n

M(Cn), lim←−
n

M/pnM) = HomA(M(C),M) .

Lemma 6.15. The above map induces a continuous map

(47) lim←−
n

HomCncont
A (M(Cn),M/pnM)→ HomCcont

A (M(C),M) ,

for the projective limit of the Cn-open topologies on the left hand side.

Proof. Let f = lim←− fn be a map in the image, and let C ∈ C. Then f |C is the projective
limit of the fn|pn(C) hence is continuous. This means that the map in the assertion is
well defined. For the continuity, let C ∈ C and M ⊂ M be an open A-submodule. The
preimage of E(C,M) is equal to(

lim←−
n

HomCncont
A (M(Cn),M/pnM)

)
∩
(∏
n

E(pn(C),M+ pnM/pnM)
)
.

Since M contains some pnoM , this intersection is equal to the open submodule

{(fn) ∈ lim←−
n

HomCncont
A (M(Cn),M/pnM) : fn ∈ E(pn(C),M+ pnM/pnM) for n ≤ n0}.

Proposition 6.16. In the above setting assume that all the assumptions of Prop. 6.9 are
satisfied for (s,M/pnM,Cn) and for all n ≥ 1. Then, for all g ∈ N0PN0, the functions

αg,0 : N0 → HomCont
A (M(C),M)

are (s, res,C)-integrable, their (s, res,C)-integrals Hg belong to EndA(M(C)) and satisfy
the relations H1, H2, H3 of Prop. 5.14.

Proof. In the following we indicate with an extra index n that the corresponding no-
tation is meant for the module M/pnM with the special family Cn. Then αg,0(u) is
the image of (αg,0,n(u))n by the map (47), for u ∈ N0. It follows that Hg,J(N0/Nk)

is the image of (Hg,J(N0/Nk),n)n for g ∈ N0PN0. By assumption the integral Hg,n =

limk→∞Hg,J(N0/Nk),n exists, lies in HomCnont
A (M(Cn),M/pnM), and satisfies the rela-

tions H1, H2, H3 of Prop. 5.14.
The continuity of the map (47) implies that the image of (Hg,n)n is equal to the limit

limk→∞Hg,J(N0/Nk), therefore is the integral Hg of αg,0. The additional properties for Hg
are inherited from the corresponding properties of the Hg,n.

Under the assumptions of Prop. 6.16, we associate to (s,M,C), an A-algebra homo-
morphism

R̃es : AC⊂G/P → EndA(M(C)P ) .

via propositions 5.14 , 5.12, which extends the A-algebra homomorphism

Res : C∞c (C, A)#P → EndA(M(C)P )

constructed in proposition 3.17. The homomorphism Res gives rise to a P -equivariant
sheaf on C as described in detail in the theorem 3.23. The homomorphism R̃es defines
on the global sections with compact support M(C)Pc of the sheaf on C the structure of
a nondegenerate AC⊂G/P -module. The latter leads, by proposition 5.10, to the unital
C∞c (G/P,A)#G-module Z ⊗A M(C)Pc which corresponds to a G-equivariant sheaf on
G/P extending the earlier sheaf on C (remark 5.11).
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7 Classical (ϕ,Γ)-modules on OE
7.1 The Fontaine ring OE
Let K/Qp be a finite extension of ring of integers o, of uniformizer pK and residue field k.
By definition the Fontaine ring OE over o is the p-adic completion of the localisation of
the Iwasawa o-algebra Λ(Zp) := o[[Zp]] with respect to the multiplicative set of elements
which are not divisible by p. We choose a generator γ of Zp of image [γ] in OE and
we denote X = [γ] − 1 ∈ OE . The Iwasawa o-algebra Λ(Zp) is a local noetherian ring
of maximal ideal M(Zp) generated by pK , X. It is a compact ring for the M(Zp)-adic
topology. The ring OE can be viewed as the ring of infinite Laurent series

∑
n∈Z anX

n over
o in the variable X with limn→−∞ an = 0, and Λ(Zp) as the subring o[[X]] of Taylor series.
The Fontaine ring OE is a local noetherian ring of maximal ideal pKOE and residue field
isomorphic to k((X)); it is a pseudo-compact ring for the p-adic (= strong) topology and
a complete ring (with continuous multiplication) for the weak topology. A fundamental
system of open neighborhoods of 0 for the weak topology of OE is given by

(On,k = pnOE +M(Zp)k)n,k∈N

or by
(Bn,k = pnOE +XkΛ(Zp)n,k∈N

Other fundamental systems of neighborhoods of 0 for the weak topology are

(On := On,n)n≥1 or (Bn := Bn,n)n≥1 .

7.2 The group GL(2,Qp)

We consider the group G = GL(2,Qp) and

N0 :=

(
1 Zp
0 1

)
, Γ :=

(
Z∗p 0
0 1

)
, L0 :=

(
Z∗p 0
0 Z∗p

)
, L∗ :=

(
Zp − {0} 0

0 1

)
,

Nk :=

(
1 pkZp
0 1

)
, Lk :=

(
1 + pkZp 0

0 1 + pkZp

)
for k ≥ 1 ,

Pk = LkNk for k ∈ N, the upper triangular subgroup P , the diagonal subgroup L, the
upper unipotent subgroup N , the center Z, the mirabolic monoid P∗ = N0L∗, and the
monoids L+ = L∗Z , P+ = N0L+. The subset of non invertible elements in the monoid
L∗ is

ΓsN−{0}p = {sa :=

(
a 0
0 1

)
for a ∈ pZp − {0}} .

An element s ∈ Γs
N−{0}
p Z is called strictly dominant. In the following we identify the

group Zp with N0. The action of P+ on N0 induces an étale ring action of P+ (trivial
on Z) on Λ(N0) which respects the ideal generated by p. This action extends first to the
localisation and then to the completion to give an étale ring action of P+ onOE determined
by its restriction to P∗. For the weak topology (and not for the p-adic topology), the action
P+ × OE → OE of the monoid P+ on OE is continuous (see Lemma 8.24.i in [12]). For
t ∈ L+ the canonical left inverse ψt of the action ϕt of t is continuous (this is proved in a
more general setting later in Prop. 8.22).

7.3 Classical étale (ϕ,Γ)-modules

Let s ∈ Γs
N−{0}
p Z. A finitely generated étale ϕs-module D over OE is a finitely generated

OE -module with an étale semilinear endomorphism ϕs. These modules form an abelian
category Met

OE (ϕs). We fix such a module D.
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In the following, the topology of D is its weak topology. For any surjective OE -linear
map f : ⊕dOE → D, the image in D of a fundamental system of neighborhoods of 0 in
⊕dOE for the weak topology is a fundamental system of neighborhoods of 0 in D. Finitely
generated Λ(N0)-submodules of D generating the OE -module D will be called lattices.
The map f sends ⊕dΛ(Zp) onto a lattice D0 of D. We note On,k := pnD +M(Zp)kD0

and Bn,k := pnD + XkD0. Writing On := On,n and Bn := Bn,n, (On)n and (Bn)n are
two fundamental systems of neighborhoods of 0 in D. The topological OE -module D is
Hausdorff and complete.

A treillis D0 in D is a compact Λ(N0)-submodule D0 such that the image of D0 in the
finite dimensional k((X))-vector space D/pKD is a k[[X]]-lattice ([5] Déf. I.1.1). A lattice
is a treillis and a treillis contains a lattice.

For n ≥ 1, the reduction modulo pn of D is the finitely generated OE -module D/pnD
with the induced action of ϕs. The action remains étale, because the multiplication by
pn being a morphism in Met

OE (ϕs) its cokernel belongs to the category. The reduction
modulo pn of ψs is the canonical left inverse of the reduction modulo pn of ϕs. The
reduction modulo pn of a treillis of D is a treillis of D/pnD.

Conversely, if the reduction modulo pn of a finitely generated ϕs-module D over OE
is étale for all n ≥ 1, then D is an étale ϕs-module over OE because D = lim←−nD/p

nD.

The weak topology of D is the projective limit of the weak topologies of D/pnD.

When D is killed by a power of p and D0 is a treillis of D, we have :

1. D0 is open and closed in D.

2. (M(Zp)nD0)n∈N and (XnD0)n∈N form two fundamental systems of open neighbor-
hoods of zero in D.

3. Any treillis of D is contained in X−nD0 for some n ∈ N.

4. D =
⋃
k∈NX

−kD0.

5. D0 is a lattice.

The first four properties are easy; a reference is [5] Prop. I.1.2. To show that D0 is
a lattice, we pick some lattice D0 then D0 is contained in the lattice X−nD0 for some
n ∈ N by the property 3. Since the ring Λ(N0) is noetherian the assertion follows.

When D is killed by a power of p, the weak topology of D is locally compact (by
properties 2 and 5).

Proposition 7.1. Let D be a finitely generated étale ϕs-module over OE . Then ϕs and
its canonical inverse ψs are continuous.

Proof. a) The above OE -linear surjective map f : ⊕dOE → D sends (ai)i to
∑
i aidi for

some elements di ∈ D. As ϕs is étale, the map (ai)i 7→
∑
i aiϕs(di) also gives an OE -

linear surjective map ⊕dOE → D. Both surjections are topological quotient maps by the
definition of the topology on D, and the morphism ϕs of OE is continuous. We deduce
that the morphism ϕs of D is continuous.

b) The image of ⊕dΛ(N0) by f is a lattice D0 of D. For any k ∈ N the Λ(N0)-
submodule D0,k of D generated by (ϕs(X

kei))1≤i≤d also is a treillis of D because ϕs is
étale. Here {ei | 1 ≤ i ≤ d} is a generating family of D0. We have ψs(D0,k) = XkD0 (cf.
lemma 3.4).

c) When D is killed by a power of p, we deduce that ψs is continuous by the properties
1 and 2 of the treillis. When D is not killed by a power of p, we deduce that the reduction
modulo pn of ψs is continuous for all n; this implies that ψs is continuous because (A =
o,D) satisfy the properties a, b, c, d of section 6.5, and D/pnD is a (finitely generated)
étale ϕs-module over OE .
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We put

D+ := {x ∈ D : the sequence (ϕks(x))k∈N is bounded in D}

and

(48) D++ := {x ∈ D | lim
k→∞

ϕks(x) = 0} .

Proposition 7.2. (i) If D is killed by a power of p, then D+ and D++ are lattices in
D.

(ii) There exists a unique maximal treillis D] such that ψs(D
]) = D].

(iii) The set of ψs-stable treillis in D has a unique minimal element D\; it satisfies
ψs(D

\) = D\.

(iv) X−kD] is a treillis stable by ψs for all k ∈ N.

Proof. The references given in the following are stated for étale (ϕsp ,Γ)-modules but the
proofs never use that there exists an action of Γ and they are valid for étale ϕsp -modules.

(i) For s = sp this is [5] Prop. II.2.2(iii) and Lemma II.2.3. The properties of sp which
are needed for the argument are still satisfied for general s in the following form:

– ϕs(X) ∈ ϕmsp(X)Λ(Zp)× where s = s0s
m
p z with s0 ∈ Γ, m ≥ 1, and z ∈ Z.

– (ϕs(X)X−1)p
k ∈ pk+1Λ(Zp) +X(p−1)pkΛ(Zp) for any k ∈ N.

(ii) and (iii) For any finitely generated OE -torsion module M we denote its Pontrjagin
dual of continuous o-linear maps from M to K/o by M∨ := Homcont

o (M,K/o). Obviously,
M∨ again is an OE -module by (λf)(x) := f(λx) for λ ∈ OE , f ∈ M∨, and x ∈ M . It is
shown in [5] Lemma I.2.4 that:

– M∨ is a finitely generated OE -torsion module,

– the topology of pointwise convergence on M∨ coincides with its weak topology as
an OE -module, and

– M∨∨ = M .

Now let D be as in the assertion but killed by a power of p. One checks that D∨ also
belongs to Met

OE (ϕs) with respect to the semilinear map ϕs(f) := f ◦ ψs for f ∈ D∨;
moreover, the canonical left inverse is ψs(f) = f ◦ ϕs. Next, [5] Lemma I.2.8 shows that:

– If D0 ⊂ D is a lattice then D⊥0 := {d ∈ D∨ : f(D0) = 0} is a lattice in D∨, and
D∨∨0 = D0.

We now define D\ := (D∨)+ and D] := (D∨)++. The purely formal arguments in the
proofs of [5] Prop. II.6.1, Lemma II.6.2, and Prop. II.6.3 show that D\ and D] have the
asserted properties.

For a general D in Met
OE (ϕs) the (formal) arguments in the proof of [5] Prop. II.6.5 show

that ((D/pnD)\)n∈N and ((D/pnD)])n∈N are well defined projective systems of compact
Λ(Zp)-modules (with surjective transition maps). Hence

D\ := lim←−(D/pnD)\ and D] := lim←−(D/pnD)]

have the asserted properties.
(iv) X−kD] is clearly a treillis. As X divides ϕs(X) = (1 +X)a − 1 in Λ(Zp) = o[[X]]

(when s ∈ saZ for some a ∈ pZp \ {0}), there exists f(X) ∈ o[[X]] such that ϕs(X
k) =

Xkf(X)k. So we have

ψs(X
−kD]) = ψs(ϕs(X

−k)f(X)kD]) = X−kψs(f(X)kD]) ⊂ X−kψs(D]) ⊂ X−kD]

since D] is ψs-stable by definition.
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Proposition 7.3. Let D be a finitely generated étale ϕs-module over OE killed by a power
of p. For any compact subset C ⊆ D, there exists an r ∈ N such that⋃

k≥0

ψks (N0C) ⊆ X−rD++ .

Proof. Since N0C is compact and D++ and D] are treillis, there exists l ∈ N such that
N0C ⊂ X−lD] ⊂ X−2lD++. By iv) of prop 7.2 we obtain for all k ≥ 0

ψks (N0C) ⊂ ψks (X−lD]) ⊂ X−lD] ⊂ X−2lD++

and we can take r = 2l.

Corollary 7.4. Let D be a finitely generated étale ϕs-module over OE . For any compact
subset C ⊆ D and any n ∈ N, there exists k0 ∈ N such that⋃

k≥k0

ψks (N0C) ⊆ D] + pnD .

Proof. We may assume that D is killed by a power of p. In view of (the proof of) prop.
7.3 it suffices to show that for all l > 0 there exists a k0 such that ψk0s (X−lD]) = D]. By
prop. 7.2(ii) and (iv) we have

D] = ψk+1
s (D]) ⊆ ψk+1

s (X−lD]) ⊆ ψks (X−lD]) ⊆ X−lD]

for any k ≥ 0. Hence
⋂
k ψ

k
s (X−lD]) is a treillis in D on which ψs is surjective. Therefore

it coincides with D] by the maximality of D] (Prop. 7.2(ii)). On the other hand, the
Zp[[X]]-module (X−lD])/D] is killed by both X l and pn and hence is finite. So there
exists a k0 such that ψks (X−lD]) = D] for all k ≥ k0.

For any submonoid L′ ⊂ L+ containing a strictly dominant element, an étale L′-
module over OE is a finitely generated OE -module with an étale semilinear action of L′.

A topologically étale L′-module over OE will be an étale L′-module D over OE such
that the action L′ × D → D of L′ on D is continuous. This terminology is provisional
since we will show later on (Cor. 8.28) in a more general context that any étale L′-module
over OE in fact is topologically étale and, in particular, is a complete topologically étale
o[N0L

′]-module in our previous sense.

Let D be a topologically étale L+-module over OE and let g =

(
a b
c d

)
∈ GL2(Qp).

Denote

w0 =

(
0 1
1 0

)
, u(b) =

(
1 b
0 1

)
.

Using the formula

gu(r)w0 =

(
ar + b a
cr + d c

)
,

one checks that the set Ug defined by g−1C0 ∩ C0 = Ugw0P/P is

Ug = u(Xg) where Xg = {r ∈ Zp|cr + d 6= 0,
ar + b

cr + d
∈ Zp}.

For each r ∈ Xg we can write

gu(r)w0 = u(g[r])t(g, r)w0u

(
c

cr + d

)
,
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where

g[r] =
ar + b

cr + d
∈ Zp, t(g, r) =

(
det g
cr+d 0

0 cr + d

)
.

We deduce that for u(r) ∈ Ug we have

α(g, xu(r)) = u(g[r])t(g, r).

Let now s = saz ∈ L+ be strictly dominant, with z ∈ Z and a ∈ pZp − {0}. There
exists a positive integer kg,s such that for all k ≥ kg,s we have t(g, r)sk ∈ L+. Note
that Nk = skN0s

−k = u(akZp). We deduce that for k ≥ kg,s the operators Hg,J(N0/Nk)

introduced in (28) are equal to the operators

Hg,s,J(Zp/akZp) =
∑

r∈Xg∩J(Zp/akZp)

(1 +X)g[r]ϕt(g,r)skψ
k
s ((1 +X)−r).

Proposition 7.5. Let D be a topologically étale L+-module over OE . For the compact
open topology in Endconto (D), the maps αg,0 : N0 −→ Endconto (D), for g ∈ N0PN0, are
integrable with respect to s and res, for all s ∈ L+ strictly dominant, i.e. s = saz with
a ∈ pZp − {0} and z ∈ Z, their integrals

Hg =

∫
N0

αg,0d res = lim
k→∞

Hg,s,J(Zp/akZp)

for any choices of J(Zp/akZp) ⊂ Zp, do not depend on the choice of s and satisfy the
relations H1, H2, H3 of Proposition 5.14.

Proof. By Prop. 6.16, we reduce to the case that D is killed by a power of p and to showing
the assumptions of Prop. 6.9 for the family of all compact subsets of D. The axioms Ci,
for 1 ≤ i ≤ 6, are obviously satisfied by continuity of ϕs, ψs, and of the action of n ∈ N0

on D.
i. We check first the convergence criterion of Proposition 6.8, using the theory of treillis,

i.e. of lattices, in D.
Given a latticeM⊆ D, a compact subset C ⊆ D such that N0C ⊆ C, and a compact

subset C+ ⊆ L+, we want to find a compact open subgroup P1 ⊂ P0 and an integer
k0 ∈ N such that

(49) sk(1− P1)C+ψ
k
s (C) ⊆M

for all k ≥ k0.
We choose r0 ∈ N with ϕks(D++) ⊂ M for all k ≥ r0, as we may by the definition of

D++. We choose r, k0 ∈ N such that k0 ≥ r0 and⋃
k≥k0

ψks (C) ⊆ X−rD++ ,

as we may by Prop. 7.3. Applying C+ we obtain⋃
k≥k0

C+ψ
k
s (C) ⊆ C+(X−rD++) .

The continuity of the action of P+ on D implies that C+(X−rD++) is compact. Hence
we can choose r′ ∈ N such that C+(X−rD++) ⊆ X−r′D++ and we obtain⋃

k≥k0

C+ψ
k
s (C) ⊆ X−r

′
D++ .
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As X−r
′
D++ is compact and D++ an open neighborhood of 0, the continuity of the action

of P+ on D there exists a compact open subgroup P1 ⊆ P+ such that

(1− P1)X−r
′
D++ ⊆ D++ .

Hence we have sk(1− P1)C+ψ
k
s (C) ⊂ ϕks(D++) ⊂M for all k ≥ k0.

ii. To obtain all the assumptions of Prop. 6.9 for the family of all compact subsets of
D, it remains to prove that, given x ∈ D and g ∈ N0PN0, s = saz with a ∈ pZp−{0} and
z ∈ Z, and (J(Zp/akZp))k, there exists a compact Cx,g,s ⊂ D and a positive integer kx,g,s
such that Hg,s,J(Zp/akZp)(x) ∈ Cx,g,s for any k ≥ kx,g,s. This is clear because D is locally
compact (by hypothesis D is killed by a power of p) and the sequence (Hg,s,J(Zp/akZp)(x))k
converges.

iii. The independence of the choice of s ∈ L+ strictly dominant results from the fact
that, for z ∈ Z, e ∈ Z∗p, and a positive integer r, we have (zspre)

kN0(zspre)
−k = skrp N0s

kr
p

and ϕkzspreψ
k
zspre

= ϕrkspψ
kr
sp as ψzse is the right and left inverse of ϕzse .

Remark 7.6. Let D be a topologically étale L+-module overOE , on which Z acts through
a character ω. The pointwise convergence of the integrals

∫
N0
αg,0dres is a basic theo-

rem of Colmez, allowing him the construction of the representation of GL2(Qp) that he
denotes D �ω P1. Our construction coincides with Colmez’s construction because our
Hg ∈ Endcont

o (D) are the same as the Hg of Colmez given in [6] lemma II.1.2 (ii). Indeed,

α(g, xu(r)) = u(g[r])t(g, r) =

ω(cr + d)u(g[r])

( det g
(cr+d)2 0

0 1

)
= ω(cr + d)

(
g′[r] g[r]

0 1

)
,

where g′[r] = det g
(cr+d)2 . This coincides with Colmez’s formula.

The major goal of the paper is to generalize Prop. 7.5. See Prop. 9.16.

8 A generalisation of (ϕ,Γ)-modules

We return to a general group G. We denote G(2) := GL(2,Qp) and the objects relative to
G(2) will be affected with an upper index (2).

a) We suppose that N0 has the structure of a p-adic Lie group and that we have a
continuous surjective homomorphism

` : N0 → N
(2)
0 .

We choose a continuous homomorphism ι : N
(2)
0 → N0 which is a section of ` (which is

possible because N
(2)
0 ' Zp).

We have N0 = N` ι(N
(2)
0 ) where N` is the kernel of `.

We denote by L`,+ := {t ∈ L | tN`t−1 ⊂ N` , tN0t
−1 ⊂ N0} the stabilizer of N` in

the L-stabilizer of N0, and by L`,ι := {t ∈ L | tN`t−1 ⊂ N` , tι(N
(2)
0 )t−1 ⊂ ι(N

(2)
0 )} the

stabilizer of N` in the L-stabilizer of ι(N
(2)
0 ). We have L`,ι ⊂ L`,+.

b) We suppose given a submonoid L∗ of L`,ι containing s and a continuous homomor-

phism ` : L∗ → L
(2)
+ such that (`, ι) satisfies

`(tut−1) = `(t)`(u)`(t)−1 , tι(y)t−1 = ι(`(t)y`(t)−1) , for u ∈ N0, y ∈ N (2)
0 , t ∈ L∗ .
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The sequence `(snN0s
−n) = `(s)nN

(2)
0 `(s)−n in N (2) is decreasing with trivial inter-

section. The maps ` in a) and b) combine to a unique continuous homomorphism

` : P∗ := N0 o L∗ → P
(2)
+ .

8.1 The microlocalized ring Λ`(N0)

The ring Λ`(N0), denoted by ΛN`(N0) in [12], is a generalisation of the ring OE , which

corresponds to Λid(N
(2)
0 ). We refer the reader to [12] for the proofs of some claims in this

section.
The maximal ideal M(N`) of the completed group o-algebra Λ(N`) = o[[N`]] is gen-

erated by pK and by the kernel of the augmentation map o[N`]→ o.
The ring Λ`(N0) is theM(N`)-adic completion of the localisation of Λ(N0) with respect

to the Ore subset S`(N0) of elements which are not in M(N`)Λ(N0). The ring Λ(N0)
can be viewed as the ring Λ(N`)[[X]] of skew Taylor series over Λ(N`) in the variable
X = [γ] − 1 where γ ∈ N0 and `(γ) is a topological generator of `(N0). Then Λ`(N0) is
viewed as the ring of infinite skew Laurent series

∑
n∈Z anX

n over Λ(N`) in the variable
X with limn→−∞ an = 0 for the pseudo-compact topology of Λ(N`).

The ring Λ`(N0) is strict-local noetherian of maximal ideal M`(N0) generated by
M(N`). It is a pseudocompact ring for theM(N`)-adic topology (called the strong topol-
ogy). It is a complete Hausdorff ring for the weak topology ([12] Lemma 8.2) with funda-
mental system of open neighborhoods of 0 given by

On,k :=M`(N0)n +M(N0)k for n ∈ N, k ∈ N .

In the computations it is sometimes better to use the fundamental systems of open neigh-
borhoods of 0 defined by

Bn,k :=M`(N0)n +XkΛ(N0) for n ∈ N, k ∈ N ,

and
Cn,k :=M`(N0)n + Λ(N0)Xk for n ∈ N, k ∈ N ,

which are equivalent due to the two formulae

XkΛ(N0) ⊆ Λ(N0)Xk +M(N0)k and Λ(N0)Xk ⊆ XkΛ(N0) +M(N0)k ,

We write On := On,n, Bn := Bn,n, and Cn = Cn,n. Then (On)n, (Bn)n, and (Cn)n are
also fundamental system of open neighborhoods of 0 in Λ`(N0).

The action (b = ut, n0) 7→ b.n0 = utn0t
−1 of the monoid P`,+ = N0 o L`,+ on N0

induces a ring action (t, x) 7→ ϕt(x) of L`,+ on the o-algebra Λ(N0) respecting the ideal
Λ(N0)M(N`), and the Ore set S`(N0) hence defines a ring action of L`,+ on the o-algebra
Λ`(N0). This action respects the maximal ideals M(N0) and M`(N0) of the rings Λ(N0)
and Λ`(N0) and hence the open neighborhoods of zero On,k.

Lemma 8.1. For t ∈ L`,+, a fundamental system of open neighborhoods of 0 in Λ`(N0)
is given by

(ϕt(On,k)Λ(N0))n,k∈N .

Proof. We have just seen ϕt(On,k)Λ(N0) ⊂ On,k. Conversely, given n, k ∈ N, we have to
find n′, k′ ∈ N such that On′,k′ ⊂ ϕt(On,k)Λ(N0). This can be deduced from the following
fact. Let H ′ ⊂ H be an open subgroup. Then given k′ ∈ N, there is k ∈ N such that

M(H ′)k
′
Λ(H) ⊃M(H)k .
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Indeed by taking a smaller H ′ we can suppose that H ′ ⊂ H is open normal. Then
M(H ′)k

′
Λ(H) is a two-sided ideal in Λ(H) and the factor ring Λ(H)/M(H ′)Λ(H) is an

artinian local ring with maximal idealM(H)/M(H ′)Λ(H). It remains to observe that in
any artinian local ring the maximal ideal is nilpotent.

Proposition 8.2. The action of L`,+ on Λ`(N0) is étale : for any t ∈ L`,+, the map

(λ, x) 7→ λϕt(x) : Λ(N0)⊗Λ(N0),ϕt Λ`(N0)→ Λ`(N0)

is bijective.

Proof. We follow ([12] Prop. 9.6, Proof, Step 1).
1) The conjugation by t gives a natural isomorphism

Λ`(N0)→ ΛtN`t−1(tN0t
−1) .

2) Obviously ΛtN`t−1(tN0t
−1) = Λ(tN0t

−1)⊗Λ(tN0t−1) ΛtN`t−1(tN0t
−1), and the map

Λ(tN0t
−1)⊗Λ(tN0t−1) ΛtN`t−1(tN0t

−1)→ Λ(N0)⊗Λ(tN0t−1) ΛtN`t−1(tN0t
−1)

is injective because ΛtN`t−1(tN0t
−1) is flat on Λ(tN0t

−1).
3) The natural map

Λ(N0)⊗Λ(tN0t−1) ΛtN`t−1(tN0t
−1)→ Λ`(N0)

is bijective.
4) The ring action ϕt : Λ`(N0)→ Λ`(N0) of t on Λ`(N0) is the composite of the maps

of 1), 2), 3), hence is injective.
5) The proposition is equivalent to 3) and ϕt injective.

Remark 8.3. The proposition is equivalent to : for any t ∈ L`,+, the map

(u, x) 7→ uϕt(x) : o[N0]⊗o[N0],ϕt Λ`(N0)→ Λ`(N0)

is bijective.

8.2 The categories Met
Λ`(N0)(L∗) and Met

OE ,`(L∗)

By the universal properties of localisation and adic completion the continuous homomor-

phisms ` and ι between N0 and N
(2)
0 extend to continuous o-linear homomorphisms of

pseudocompact rings,

(50) ` : Λ`(N0)→ OE , ι : OE → Λ`(N0) , ` ◦ ι = id .

If we view the rings as rings of Laurent series, `(X) = X(2), ι(X(2)) = X, and ` is the
augmentation map Λ(N`)→ o and ι is the natural injection o→ Λ(N`), on the coefficients.
We have for n, k ∈ N,

`(M`(N0)) = pKOE , `(Bn,k) = B
(2)
n,k ,

ι(pKOE) =M`(N0) ∩ ι(OE) , ι(B
(2)
n,k) = Bn,k ∩ ι(OE) .

(51)

We denote by J(N0) the kernel of ` : Λ(N0) → Λ(N
(2)
0 ) and by J`(N0) the kernel of

` : Λ`(N0) → OE . They are the closed two-sided ideals generated (as left or right ideals)
by the kernel of the augmentation map o[N`]→ o. We have

Λ`(N0) = ι(OE)⊕ J`(N0) , M`(N0) = pKι(OE)⊕ J`(N0) ,

XkΛ(N0) = ι((X(2))kΛ(N
(2)
0 )⊕XkJ(N0) , Bn,k = ι(B

(2)
n,k)⊕ (J`(N0) ∩Bn,k) .

(52)
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The maps ` and ι are L∗-equivariant: for t ∈ L∗,

(53) ` ◦ ϕt = ϕ`(t) ◦ ` , ι ◦ ϕ`(t) = ϕt ◦ ι ,

thanks to the hypothesis b) made at the beginning of this chapter. The map ι is equivariant
for the canonical action of the inverse monoid L−1

∗ , but not the map ` as the following
lemma shows.

Lemma 8.4. For t ∈ L∗, we have ι ◦ψ`(t) = ψt ◦ ι. We have ` ◦ψt = ψ`(t) ◦ ` if and only
if N` = tN`t

−1.

Proof. Clearly N0 = N` o ι(N
(2)
0 ) and tN0t

−1 = tN`t
−1 o tι(N

(2)
0 )t−1 for t ∈ L. We

choose, as we may, for t ∈ L`,ι, a system J(N0/tN0t
−1) of representatives of N0/tN0t

−1

containing 1 such that

(54) J(N0/tN0t
−1) = {uι(v) |u ∈ J(N`/tN`t

−1) , v ∈ J(N
(2)
0 /`(t)N

(2)
0 `(t−1))} .

We have ι ◦ ψ`(t) = ψt ◦ ι because, for λ ∈ OE , we have on one hand (12)

λ =
∑

v∈J(N
(2)
0 /`(t)N

(2)
0 `(t)−1)

vϕ`(t)(λv,`(t)) , λv,`(t) = ψ`(t)(v
−1λ) ,

ι(λ) =
∑

v∈J(N
(2)
0 /`(t)N

(2)
0 `(t)−1)

ι(v)ϕt(ι(λv,`(t))) ,

and on the other hand (12)

ι(λ) =
∑

u∈J(N`/tN`t−1),v∈J(N
(2)
0 /`(t)N

(2)
0 )`(t)−1)

uι(v)ϕt(ι(λ)uι(v),t) ,

where ι(λ)uι(v),t = ψt(ι(v)−1u−1ι(λ)). By the uniqueness of the decomposition,

ι(λ)ι(v),t = ι(λv,`(t)) , ι(λ)uι(v),t = 0 if u 6= 1 .

Taking u = 1, v = 1, we get ψt(ι(λ)) = ι(ψ`(t)(λ)).
A similar argument shows that ` ◦ ψt = ψ`(t) ◦ ` if and only if N` = tN`t

−1. For
λ ∈ Λ`(N0),

λ =
∑

u∈J(N0/tN0t−1)

uϕt(λu,t) , λu,t = ψt(u
−1λ) ,

`(λ) =
∑

u∈J(N0/tN0t−1)

`(u)ϕ`(t)(`(λu,t)) =
∑

v∈J(N
(2)
0 /`(t)N

(2)
0 )

vϕ`(t)(`(λ)v,`(t))

By the uniqueness of the decomposition,

`(λ)v,`(t) =
∑

u∈J(N`/tN`t−1)

`(λuι(v),t) .

We deduce that ` ◦ ψt = ψ`(t) ◦ ` if and only if N` = tN`t
−1.

Remark 8.5. ` ◦ ψs 6= ψ`(s) ◦ `, except in the trivial case where ` : N0 → N
(2)
0 is an

isomorphism, because sN`s
−1 6= N` as the intersection of the decreasing sequence skN`s

−k

for k ∈ N is trivial.

For future use, we note:

Lemma 8.6. The left or right o[N0]-submodule generated by ι(OE) in Λ`(N0) is dense.
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Proof. As o[N0] is dense in Λ(N0) it suffices to show that the left or right Λ(N0)-submodule
generated by ι(OE) in Λ`(N0) is dense. This will be shown even with respect to the
M`(N0)-adic topology.

View λ ∈ Λ`(N0) as an infinite Laurent series λ =
∑
n∈Z λnX

n with λn ∈ Λ(N`)
and limn→−∞ λn = 0 in the M(N`)-adic topology of Λ(N`). Further, note that the
left, resp. right, Λ(N0)-submodule of Λ`(N0) generated by ι(OE) contains Λ(N0)X−m,
resp. X−mΛ(N0), for any positive integer m. Finally, for each n ∈ N there exists µn in
Λ(N0)X−m, resp. X−mΛ(N0), for some large m, such that λ− µn ∈M`(N0)n.

Let M be a finitely generated Λ`(N0)-module and let f : ⊕ni=1Λ`(N0) → M be a
Λ`(N0)-linear surjective map. We put on M the quotient topology of the weak topology
on ⊕ni=1Λ`(N0); this is independent of the choice of f . Then M is a Hausdorff and com-
plete topological Λ`(N0)-module and every submodule is closed ([12] Lemma 8.22). In the
same way we can equip M with the pseudocompact topology. Again M is Hausdorff and
complete and every submodule is closed in the pseudocompact topology, because Λ`(N0)
is noetherian. The weak topology on M is weaker than the pseudocompact topology which
is weaker than the p-adic topology. In particular the intersection of the submodules pnM
for n ∈ N is 0. By [9] IV.3.Prop. 10, M is p-adically complete, i.e., the natural map
M → lim←−nM/pnM is bijective.

Unless otherwise indicated, M is always understood to carry the weak topology.

Lemma 8.7. The properties a,b,c,d of section 6.5 are satisfied by (o,M) and M is com-
plete.

Definition 8.8. A finitely generated module M over Λ`(N0) with an étale semilinear
action of a submonoid L′ of L`,+ is called an étale L′-module over Λ`(N0).

We denote by Met
Λ`(N0)(L

′) the category of étale L′-modules on Λ`(N0).

Lemma 8.9. The category Met
Λ`(N0)(L

′) is abelian.

Proof. As in the proof of Proposition 3.8 and using that the ring Λ`(N0) is noetherian.

The continuous homomorphism ` : L∗ → L
(2)
+ defines an étale semilinear action of L∗

on the ring Λid(N
(2)
0 ) isomorphic to OE .

Definition 8.10. A finitely generated module D over OE with an étale semilinear action
of L∗ is called an étale L∗-module over OE .

An element t ∈ L∗ in the kernel L`=1
∗ of ` acts trivially on OE hence bijectively on an

étale L∗-module over OE .

Remark 8.11. The action of L`=1
∗ on D extends to an action of the subgroup of L

generated by L`=1
∗ if L`=1

∗ is commutative or if we assume that for each t ∈ L`=1
∗ there

exists an integer k > 0 such that skt−1 ∈ L∗. The assumption is trivially satisfied whenever
L∗ = H ∩ L+ for some subgroup H ⊂ L.

Indeed, the subgroup generated by L`=1
∗ is the set of words of the form x±1

1 . . . x±1
n

with xi ∈ L`=1
∗ for i = 1, . . . , n. So if we have an action of all the elements and all the

inverses, then we can take the products of these, as well. We need to show that this action
is well defined, i.e., whenever we have a relation

(55) x±1
1 . . . x±1

n = y±1
1 . . . y±1

r

in the group then the action we just defined is the same using the x’s or the y’s. If L`=1
∗

is commutative, this is easily checked. In the second case, we can choose a big enough
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k =
∑n
i=1 ki +

∑r
j=1 kj such that skix−1

i ∈ L∗ and skjy−1
j ∈ L∗. Then multiplying

the relation (55) by sk we obtain a relation in L∗ so the two sides will define the same
action on D. This shows that the actions defined using the two sides of (55) are equal on

ϕks(D) ⊂ D. However, they are also equal on group elements u ∈ N (2)
0 hence on the whole

D =
⊕

u∈J(N
(2)
0 /ϕks (N

(2)
0 ))

uϕks(D).

We denote by Met
OE,`(L∗) the category of étale L∗-modules on OE .

Lemma 8.12. The category Met
OE,`(L∗) is abelian.

Proof. As in the proof of Proposition 3.8 and using that the ring OE is noetherian.

We will prove later that the categories Met
OE,`(L∗) and Met

Λ`(N0)(L∗) are equivalent.

8.3 Base change functors

We recall a general argument of semilinear algebra (see [12]). Let A be a ring with a
ring endomorphism ϕA, let B be another ring with a ring endomorphism ϕB , and let
f : A→ B be a ring homomorphism such that f ◦ϕA = ϕB ◦ f . When M is an A-module
with a semilinear endomorphism ϕM , its image by base change is the B-module B⊗A,fM
with the semilinear endomorphism ϕB ⊗ϕM . The endomorphism ϕM of M is called étale
if the natural map

a⊗m 7→ aϕM (m) : A⊗A,ϕA M →M

is bijective.

Lemma 8.13. When ϕM is étale, then ϕB ⊗ ϕM is étale.

Proof. We have

B⊗B,ϕB (B⊗A,fM) = B⊗A,ϕB◦fM = B⊗f◦ϕAM = B⊗A,f (A⊗A,ϕAM) ∼= B⊗A,fM.

Applying these general considerations to the L∗-equivariant maps ` : Λ`(N0) → OE
and ι : OE → Λ`(N0) satisfying `◦ι = id (see (50), (53)), we have the base change functors

M 7→ D(M) := OE ⊗Λ`(N0),`M

from the category of Λ`(N0)-modules to the category of OE -modules, and

D 7→M(D) := Λ`(N0)⊗OE ,ι D

in the opposite direction. Obviously these base change functors respect the property of
being finitely generated. By the general lemma we obtain:

Proposition 8.14. The above functors restrict to functors

D : Met
Λ`(N0)(L∗)→Met

OE,`(L∗) and M : Met
OE,`(L∗)→Met

Λ`(N0)(L∗) .

When M ∈Met
Λ`(N0)(L∗), the diagonal action of L∗ on D(M) is:

(56) ϕt(µ⊗m) = ϕ`(t)(µ)⊗ ϕt(m) for t ∈ L∗, µ ∈ OE ,m ∈M .

When D ∈Met
OE,`(L∗), the diagonal action of L∗ on M(D) is:

(57) ϕt(λ⊗ d) = ϕt(λ)⊗ ϕt(d) for t ∈ L∗, λ ∈ Λ`(N0), d ∈ D .
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The natural map
`M : M → D(M) , `M (m) = 1⊗m

is surjective, L∗-equivariant, with a P∗-stable kernel M` := J`(N0)M . The injective L∗-
equivariant map

ιD : D →M(D) , ιD(d) = 1⊗ d

is ψt-equivariant for t ∈ L∗ (same proof as Lemma 8.4).

For future use we note the following property.

Lemma 8.15. Let d ∈ D and t ∈ L∗. We have

ψt(u
−1ιD(d)) =

{
ιD(ψt(v

−1d)) if u = ι(v) with v ∈ N (2)
0 ,

0 if u ∈ N0 \ ι(N (2)
0 )tN0t

−1.

Proof. We choose a set J ⊂ N (2)
0 of representatives for the cosets in N

(2)
0 /`(t)N

(2)
0 `(t)−1.

The semilinear endomorphism ϕt of D is étale hence

d =
∑
v∈J

vϕt(dv,t) where dv,t = ψt(v
−1d) .

Applying ιD we obtain

ιD(d) =
∑
v

ι(v)ιD(ϕt(dv,t)) =
∑
v

ι(v)ϕt(ιD(dv,t)) =
∑
v

ι(v)ϕt(ψt(ιD(v−1d))) .

The map ι induces an injective map from J into N0/tN0t
−1 with image included in a set

J(N0/tN0t
−1) ⊂ N0 of representatives for the cosets in N0/tN0t

−1. As the action ϕt of t
in M(D) is étale, we have (12)

m =
∑

u∈J(N0/tN0t−1)

uϕt(mu,t)) where mu,t = ψt(u
−1m)

for any m ∈ M(D). We deduce that ψt(ι(v
−1)ιD(d)) = ιD(dv,t) when v ∈ J and

ψt(u
−1ιD(d)) = 0 when u ∈ J(N0/tN0t

−1) \ ι(J). As any element of N
(2)
0 can belong to a

set of representatives of N
(2)
0 /`(t)N

(2)
0 `(t)−1, we deduce that ψt(ι(v

−1)ιD(d)) = ιD(dv,t)

for any v ∈ N (2)
0 . For the same reason ψt(ι(u

−1)ιD(d)) = 0 for any u ∈ N0 which does

not belong to ι(N
(2)
0 )tN0t

−1.

8.4 Equivalence of categories

Let D ∈ Met
OE ,`(L∗). By definition D(M(D)) = OE ⊗Λ`(N0),` (Λ`(N0) ⊗OE ,ι D), and we

have a natural map

µ⊗ (λ⊗ d) 7→ µ`(λ)d : OE ⊗Λ`(N0),` (Λ`(N0)⊗OE ,ι D)→ D .

Proposition 8.16. The natural map D(M(D))→ D is an isomorphism in Met
OE ,`(L∗).

Proof. The natural map is bijective because ` ◦ ι = id : OE → Λ`(N0) → OE , and
L∗-equivariant because the action of t ∈ L∗ satisfies

ϕt(µ⊗ (λ⊗ d)) = ϕ`(t)(µ)⊗ ϕt(λ⊗ d) = ϕ`(t)(µ)⊗ (ϕt(λ)⊗ ϕt(d)) ,

ϕt(µ`(λ)d) = ϕ`(t)(µ(`(λ))ϕt(d) = ϕ`(t)(µ)`(ϕt(λ))ϕt(d) ,

by (56), (57).
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The kernel N` of ` : N0 → Zp being a closed subgroup of N0 is also a p-adic Lie group,
hence contains an open pro-p-subgroup H with the following property ([11] Remark 26.9
and Thm. 27.1):

For any integer n ≥ 1, the map h 7→ hp
n

is an homeomorphism of H onto an open
subgroup Hn ⊆ H, and (Hn)n≥1 is a fundamental system of open neighborhoods of 1 in
H.

The groups skN`s
−k for k ≥ 1 are open and form a fundamental system of neighbor-

hoods of 1 in N`. For any integer n ≥ 1 there exists a positive integer k such that any
element in skN`s

−k is contained in Hn, hence is a pn-th power of some element in N`. We
denote by kn the smallest positive integer such that any element in sknN`s

−kn is a pn-th
power of some element in N`.

Lemma 8.17. For any positive integers n and k ≥ kn, we have

ϕk(J`(N0)) ⊂M`(N0)n+1 .

Proof. For u ∈ N`, and j ∈ N, the value at u of the pj-th cyclotomic polynomial Φpj (u)
lies in M`(N0) and

up
n

− 1 =

n∏
j=0

Φpj (u)

lies inM`(N0)n+1. An element v ∈ skN`s−k is a pn-th power of some element in N` hence
v−1 lies inM`(N0)n+1. The ideal J`(N0) of Λ`(N0) is generated by u−1 for u ∈ N` and
ϕk(J`(N0)) is contained in the ideal generated by v − 1 for v ∈ skN`s−k. As M`(N0) is
an ideal of Λ`(N0) we deduce that ϕk(J`(N0)) ⊂M`(N0)n+1.

Lemma 8.18. i. The functor D is faithful.

ii. The functor M is fully faithful.

Proof. Obviously ii. follows from i. by proposition 8.16. To prove i. let f : M1 → M2 be
a morphism in Met

Λ`(N0)(L∗) such that D(f) = 0, i. e., such that f(M1) ⊆ J`(N0)M2.

Since M1 is étale we deduce that f(M1) ⊆
⋂
k ϕ

k(J`(N0))M2 and hence, by lemma
8.17, in

⋂
nM`(N0)nM2. Since the pseudocompact topology on M2 is Hausdorff we have⋂

nM`(N0)nM2 = 0. It follows that f = 0.

Let M ∈Met
Λ`(N0)(L∗). By definition,

MD(M) = Λ`(N0)⊗OE ,ι (OE ⊗Λ`(N0),`M) = Λ`(N0)⊗Λ`(N0),ι◦`M .

In the particular case where L∗ = sN is the monoid generated by s, we denote the
category Met

Λ`(N0)(L∗) (resp. Met
OE,`(L∗)), by Met

Λ`(N0)(ϕ) (resp. Met
OE,`(ϕ)). The category

Met
Λ`(N0)(L∗) (resp. Met

OE,`(L∗)) is a subcategory of Met
Λ`(N0)(ϕ) (resp. Met

OE,`(ϕ)).

Proposition 8.19. For any M ∈Met
Λ`(N0)(ϕ) there is a unique morphism

ΘM : M →MD(M) in Met
Λ`(N0)(ϕ)

such that the composed map D′(ΘM ) : D(M)
D(ΘM )−−−−→ DMD(M) ∼= D(M) is the identity.

The morphism ΘM , in fact, is an isomorphism.

Proof. The uniqueness follows immediately from Lemma 8.18.i. The construction of such
an isomorphism ΘM will be done in three steps.

Step 1: We assume that M is free over Λ`(N0), and we start with an arbitrary finite
Λ`(N0)-basis (εi)i∈I of M . By (52), we have

M = (⊕i∈Iι(OE)εi)⊕ (⊕i∈IJ`(N0)εi) .
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The Λ`(N0)-linear map from M to MD(M) sending εi to 1 ⊗ (1 ⊗ εi) is bijective. If
⊕i∈Iι(OE)εi is ϕ-stable, the map is also ϕ-equivariant and is an isomorphism in the
category Met

Λ`(N0)(ϕ). We will construct a Λ`(N0)-basis (ηi)i∈I ofM such that⊕i∈Iι(OE)ηi
is ϕ-stable.

We have

ϕ(εi) =
∑
j∈I

(ai,j + bi,j)εj where ai,j ∈ ι(OE) , bi,j ∈ J`(N0) .

If the bi,j are not all 0, we will show that there exist elements xi,j ∈ J`(N0) such that
(ηi)i∈I defined by

ηi := εi +
∑
j∈I

xi,jεj ,

satisfies ϕ(ηi) =
∑
j∈I ai,jηj for i ∈ I. By the Nakayama lemma ([1] II §3.2 Prop. 5), the

set (ηi)i∈I is a Λ`(N0)-basis of M , and we obtain an isomorphism in Met
Λ`(N0)(ϕ),

ΘM : M →MD(M) , Θ(ηi) = 1⊗ (1⊗ ηi) for i ∈ I ,

such that D′(ΘM ) is the identity morphism of D(M).
The conditions on the matrix X := (xi,j)i,j∈I are :

ϕ(Id +X)(A+B) = A(Id +X)

for the matrices A := (ai,j)i,j∈I , B := (bi,j)i,j∈I . The coefficients of A belong to the
commutative ring ι(OE). The matrix A is invertible because the Λ`(N0)-endomorphism f
of M defined by

f(εi) = ϕ(εi) for i ∈ I
is an automorphism of M as ϕ is étale. We have to solve the equation

A−1B +A−1ϕ(X)(A+B) = X .

For any k ≥ 0 define

Uk = A−1ϕ(A−1) . . . ϕk−1(A−1)ϕk(A−1B)ϕk−1(A+B) . . . ϕ(A+B)(A+B) .

We have
A−1ϕ(Uk)(A+B) = Uk+1 .

Hence X :=
∑
k≥0 Uk is a solution of our equation provided this series converges with

respect to the pseudocompact topology of Λ`(N0). The coefficients of A−1B belong to the
two-sided ideal J`(N0) of Λ`(N0). Therefore the coefficients of Uk belong to the two-sided
ideal generated by ϕk(J`(N0)). Hence the series converges (Lemma 8.17). The coefficients
of every term in the series belong to J`(N0) and J`(N0) is closed in Λ`(N0), hence xi,j ∈
J`(N0) for i, j ∈ I.

Step 2: We show that any module M in Met
Λ`(N0)(ϕ) is the quotient of another module

M1 in Met
Λ`(N0)(ϕ) which is free over Λ`(N0) .

Let (mi)i∈I be a minimal finite system of generators of the Λ`(N0)-module M . As
ϕ is étale, (ϕ(mi))i∈I is also a minimal system of generators. We denote by (ei)i∈I the
canonical Λ`(N0)-basis of ⊕i∈IΛ`(N0), and we consider the two surjective Λ`(N0)-linear
maps

f, g : ⊕i∈IΛ`(N0)→M , f(ei) = mi , g(ei) = ϕ(mi) .

In particular, we find elements m′i ∈ M , for i ∈ I, such that g(m′i) = ϕ(mi). By
the Nakayama lemma ([1] II §3.2 Prop. 5) the (m′i)i∈I form another Λ`(N0)-basis of
⊕i∈IΛ`(N0). The ϕ-linear map

⊕i∈IΛ`(N0)→ ⊕i∈IΛ`(N0) , ϕ(
∑
i∈I

λiei) :=
∑
i∈I

ϕ(λi)m
′
i
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therefore is étale. With this map, M1 := ⊕i∈IΛ`(N0) is a module in Met
Λ`(N0)(ϕ) which is

free over Λ`(N0), and the surjective map f is a morphism in Met
Λ`(N0)(ϕ).

Step 3: As Λ`(N0) is noetherian, we deduce from Step 2 that for any module M in
Met

Λ`(N0)(ϕ) we have an exact sequence

M2
f−→M1

f ′−→M → 0

in Met
Λ`(N0)(ϕ) such that M1 and M2 are free over Λ`(N0). We now consider the diagram

MD(M2)
MD(f) // MD(M1)

MD(f ′) // MD(M) // 0

M2

ΘM2
∼=

OO

f // M1

ΘM1
∼=

OO

f ′ // M

ΘM

OO�
�
�

// 0

.

Since the functors M and D are right exact both rows of the diagram are exact. By Step
1 the left two vertical maps exist and are isomorphisms. Since

D(MD(f) ◦ΘM2
−ΘM1

◦ f) = D(f) ◦ D′(ΘM2
)− D′(ΘM1

) ◦ D(f) = 0

it follows from lemma 8.18.i that the left square of the diagram commutes. Hence we
obtain an induced isomorphism ΘM as indicated, which moreover by construction satisfies
D′(ΘM ) = idD(M).

Theorem 8.20. The functors

M : Met
OE ,`(L∗)→Met

Λ`(N0)(L∗) , D : Met
Λ`(N0)(L∗)→Met

OE ,`(L∗) ,

are quasi-inverse equivalences of categories.

Proof. By proposition 8.16 and lemma 8.18.ii it remains to show that the functor M is
essentially surjective. Let M ∈Met

Λ`(N0)(L∗). We have to find a D ∈Met
OE,`(L∗) together

with an isomorphism M ∼= M(D) in Met
Λ`(N0)(L∗). It suffices to show that the morphism

ΘM in proposition 8.19 is L∗-equivariant.
We want to prove that (ΘM ◦ϕt−ϕt ◦ΘM )(m) = 0 for any m ∈M and t ∈ L∗. Since

D′(ΘM ) = idD(M) we certainly have (Θ◦ϕt−ϕt ◦Θ)(m) ∈ J`(N0)MD(M) for any m ∈M
and t ∈ L∗. We choose for any positive integer r a set J(N0/Nr) ⊆ N0 of representatives
for the cosets in N0/Nr. Writing (12)

m =
∑

u∈J(N0/Nr)

uϕr(mu,sr ) , mu,sr = ψr(u−1m)

and using that st = ts we see that

(ΘM ◦ ϕt − ϕt ◦ΘM )(m) =
∑

u∈J(N0/Nr)

ϕt(u)ϕr((ΘM ◦ ϕt − ϕt ◦ΘM )(mu,sr ))

lies, for any r, in the Λ`(N0)-submodule of MD(M) generated by ϕr(J`(N0))MD(M). As
in the proof of lemma 8.18.ii we obtain

⋂
r>0 ϕ

r(J`(N0))MD(M) = 0.

Since the functors M and D are right exact they commute with the reduction modulo
pn, for any integer n ≥ 1.
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8.5 Continuity

In this section we assume that L∗ contains a subgroup L1 which is open in L∗ and is a
topologically finitely generated pro-p-group.

We will show that the L∗-action on any étale L∗-module over Λ`(N0) is automatically
continuous. Our proof is highly indirect so that we temporarily will have to make some
definitions. But first a few partial results can be established directly.

Let M be a finitely generated Λ`(N0)-module.

Definition 8.21. A lattice in M is a Λ(N0)-submodule of M generated by a finite system
of generators of the Λ`(N0)-module M .

The lattices of M are of the form M0 =
∑r
i=1 Λ(N0)mi for a set (mi)1≤i≤r of gener-

ators of the Λ`(N0)-module M .
We have the three fundamental systems of neighborhoods of 0 in M :

(

r∑
i=1

On,kmi =M`(N0)nM +M(N0)kM0)n,k∈N ,(58)

(

r∑
i=1

Bn,kmi =M`(N0)nM +XkM0)n,k∈N ,(59)

(

r∑
i=1

Cn,kmi =M`(N0)nM +M0
k )n,k∈N ,(60)

where M0
k is the lattice

∑r
i=1 Λ(N0)Xkmi, and is different from the set XkM0 when N0

is not commutative.
If M is an étale L∗-module over Λ`(N0), for any fixed t ∈ L`,+ we have a fourth

fundamental system of neighborhoods of 0 in M :

(

r∑
i=1

ϕt(On,k)Λ(N0)ϕt(mi))n,k∈N ,

given by Lemma 8.1, because (ϕt(mi)1≤i≤r is also a system of generators of the Λ`(N0)-
module M .

Proposition 8.22. Let L′ be a submonoid of L`,+. Let M be an étale L′-module over
Λ`(N0). Then the maps ϕt and ψt, for any t ∈ L′, are continuous on M .

Proof. The ring endomorphisms ϕt of Λ`(N0) are continuous since they preserve M(N0)
andM(N`). The continuity of the ϕt on M follows as in part a) of the proof of proposition
7.1. The continuity of the ψt follows from

ψt(

r∑
i=1

ϕt(On,k)Λ(N0)ϕt(mi)) =

r∑
i=1

On,kψt(Λ(N0))mi =

r∑
i=1

On,kmi .

The same proof shows that, for any D ∈ Met
OE ,`(L∗), the maps ϕt and ψt, for any

t ∈ L∗, are continuous on D.

Proposition 8.23. The L∗-action L∗ × D → D on an étale L∗-module D over OE is
continuous.
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Proof. LetD be in Met
OE ,`(L∗). Since we already know from Prop. 8.22 that each individual

ϕt, for t ∈ L∗, is a continuous map on D and since L1 is open in L∗ it suffices to show
that the action L1 ×D → D of L1 on D is continuous. As D is p-adically complete with
its weak topology being the projective limit of the weak topologies on the D/pnD we may
further assume that D is killed by a power of p. In this situation the weak topology on
D is locally compact. By Ellis’ theorem ([8] Thm. 1) we therefore are reduced to showing
that the map L1 × D → D is separately continuous. Because of Prop. 8.22 it, in fact,
remains to prove that, for any d ∈ D, the map

L1 −→ D , g 7−→ gd

is continuous at 1 ∈ L1. This amounts to finding, for any d ∈ D and any lattice D0 ⊂ D, an
open subgroup H ⊂ L1 such that (H−1)d ⊂ D0. We observe that (XmD++)m∈Z is a fun-
damental system of L1-stable open neighbourhoods of zero in D such that

⋃
mX

mD++ =
D. We now choose an m ≥ 0 large enough such that d ∈ X−mD++ and XmD++ ⊂ D0.
The L1 action on D induces an L1-action on X−mD++/X

mD++ which is o-linear hence
given by a group homomorphism L1 → Auto(X

−mD++/X
mD++). Since D++ is a finitely

generated o[[X]]-module which is killed by a power of p we see that X−mD++/X
mD++

is finite. It follows that the kernel H of the above homomorphism is of finite index in L1.
Our assumption that L1 is a topologically finitely generated pro-p-group finally implies,
by a theorem of Serre ([7] Thm. 1.17), that H is open in L1. We obtain

(H − 1)d ⊂ (H − 1)X−mD++ ⊂ XmD++ ⊂ D0 .

In the special case of classical (ϕ,Γ)-modules on OE the proposition is stated as Ex-
ercise 2.4.6 in [10] (with the indication of a totally different proof).

Proposition 8.24. Let L′ be a submonoid of L`,+ containing an open subgroup L2 which
is a topologically finitely generated pro-p-group. Then the L′-action L′×Λ`(N0)→ Λ`(N0)
on Λ`(N0) is continuous.

Proof. Since we know already from Prop. 8.2 and 8.22 that each individual ϕt, for t ∈ L′,
is a continuous map on Λ`(N0) and since L2 is open in L′ it suffices to show that the
action L2×Λ`(N0)→ Λ`(N0) of L2 on Λ`(N0) is continuous. The ring Λ`(N0) isM`(N0)-
adically complete with its weak topology being the projective limit of the weak topologies
on the Λ`(N0)/M`(N0)nΛ`(N0). It suffices to prove that the induced action of L2 on
Λ′ = Λ`(N0)/M`(N0)n is continuous. The weak topology on Λ′ is locally compact since
(B′k = (XkΛ(N0) +M`(N0)n)/M`(N0)n)k∈Z forms a fundamental system of compact
neighborhoods of 0. By Ellis’ theorem ([8] Thm. 1) we therefore are reduced to showing
that the map L2 × Λ′ → Λ′ is separately continuous. Because of Prop. 8.22 it, in fact,
remains to prove that, for any x ∈ Λ′, the map

L2 −→ Λ′ , g 7−→ gx

is continuous at 1 ∈ L2. This amounts to finding, for any x ∈ Λ′ and any large k ≥ 1, an
open subgroup H ⊂ L2 such that (H − 1)x ⊂ B′k. We observe that the B′k, for k ∈ Z, are
L2-stable of union Λ′. We now choose an m ≥ k large enough such that x ∈ B′−m. The
L2-action on Λ′ induces an L2-action on B′−m/B

′
m which is o-linear hence given by a group

homomorphism L2 → Auto(B
′
−m/B

′
m). Since B′0 is isomorphic to o[[X]]⊗oΛ(N`)/M(N`)

n

as an o[[X]]-module, and Λ(N`)/M(N`)
n is finite, we see that B′−m/B

′
m is finite. It follows

that the kernel H of the above homomorphism is of finite index in L2. Our assumption
that L2 is a topologically finitely generated pro-p-group finally implies, by a theorem of
Serre ([7] Thm. 1.17), that H is open in L2. We obtain

(H − 1)x ⊂ (H − 1)B′−m ⊂ B′m ⊂ B′k .
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Lemma 8.25. i. For any M ∈ Met
Λ`(N0)(L∗) the weak topology on D(M) is the quo-

tient topology, via the surjection `M : M → D(M), of the weak topology on M .

ii. For any D ∈Met
OE ,`(L∗) the weak topology on M(D) induces, via the injection ιD :

D →M(D), the weak topology on D.

Proof. i. If we write M as a quotient of a finitely generated free Λ`(N0)-module then we
obtain an exact commutative diagram of surjective maps of the form

⊕ni=1Λ`(N0)

⊕i`
����

// // M

`M
����

⊕ni=1OE // // D(M)

.

The horizontal maps are continuous and open by the definition of the weak topology. The
left vertical map is continuous and open by direct inspection of the open zero neighbour-
hoods Bn,k (see (51)). Hence the right vertical map `M is continuous and open.

ii. An analogous argument as for i. shows that ιD is continuous. Moreover ιD has
the continuous left inverse `M(D). Any continuous map with a continuous left inverse is a
topological inclusion.

An étale L∗-module M over Λ`(N0), resp. over OE , will be called topologically étale
if the L∗-action L∗ ×M → M is continuous. Let Met,c

Λ`(N0)(L∗) and Met,c
OE ,`(L∗) denote

the corresponding full subcategories of Met
Λ`(N0)(L∗) and Met

OE ,`(L∗), respectively. Note

that, by construction, all morphisms in Met
Λ`(N0)(L∗) and in Met

OE ,`(L∗) are automatically
continuous. Also note that by proposition 8.22 any object in these categories is a complete
topologically étale o[N0L∗]-module in our earlier sense.

Proposition 8.26. The functors M and D restrict to quasi-inverse equivalences of cate-
gories

M : Met,c
OE ,`(L∗)→Met,c

Λ`(N0)(L∗) , D : Met,c
Λ`(N0)(L∗)→Met,c

OE ,`(L∗) .

Proof. It is immediate from lemma 8.25.i that if L∗ acts continuously onM ∈Met
Λ`(N0)(L∗)

then it also acts continuously on D(M).
On the other hand, let D ∈Met

OE ,`(L∗) such that the action of L∗ on D is continuous.
We choose a lattice D0 in D with a finite system (di) of generators. Given t ∈ L∗ we

introduce Dt :=
∑
i Λ(N

(2)
0 )t.di which is a lattice in D since the action of t on D is étale.

Also D0 +Dt is a lattice in D. The Λ`(N0)-module M(D) is generated by ιD(D0) as well
as by ιD(D0 +Dt) and both

(CnιD(D0))n∈N and (CnιD(D0 +Dt))n∈N

are fundamental systems of neighbourhoods of 0 in M(D) for the weak topology. To show
that the action of L∗ on M(D) is continuous, it suffices to find for any t ∈ L∗, λ0 ∈
Λ`(N0), d0 ∈ D0, n ∈ N a neighborhood Lt ⊂ L∗ of t and n′ ∈ N such that

(61) Lt.(λ0ιD(d0) + Cn′ιD(D0)) ⊂ t.λ0ιD(d0) + CnιD(D0 +Dt) .

The three maps

λ 7→ λιD(d0) : Λ`(N0)→M(D)

d 7→ λ0ιD(d) : D →M(D)

(λ, d) 7→ λιD(d) : Λ`(N0 ×D)→M(D)
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are continuous because ιD is continuous. The action of L∗ on D and on Λ`(N0) is contin-
uous (Prop. 8.24). Altogether this implies that we can find a small Lt such that

Lt.λ0ιD(d0) ⊂ t.λ0ιD(d0) + CnιD(D0 +Dt) .

Since ιD is L∗-equivariant we have, for any n′ ∈ N,

Lt.Cn′ιD(D0) = (Lt.Cn′) ιD(Lt.D0) .

The continuity of the action of L∗ on Λ`(N0) shows that Lt.Cn′ ⊂ Cn when Lt is small
enough and n′ is large enough.

For d ∈ D0 we have Lt.Λ(N
(2)
0 )d ⊂ Λ(N

(2)
0 )(Lt.d). The action of L∗ on D is continuous

hence, for any n′, we can choose a small Lt such that Lt.d ⊂ t.d+C
(2)
n′ D0. We can choose

the same Lt for each di and we obtain

Lt.D0 ⊂
∑
i

Λ(N
(2)
0 )t.di + C

(2)
n′ D0 .

Applying ιD, we obtain

ιD(Lt.D0) ⊂ ιD(Dt) + Cn′ιD(D0)

and then
(Lt.Cn′) ιD(Lt.D0) ⊂ CnιD(Dt) + CnCn′ιD(D0) .

We check that CnCn′ ⊂ Cn,n+n′ ⊂ Cn when n′ ≥ n. Hence when n′ is large enough,

Lt.(Cn′ιD(D0)) ⊂ CnιD(Dt +D0) .

This ends the proof of (61).

Proposition 8.27. We have Met,c
OE ,`(L∗) = Met

OE ,`(L∗) and Met,c
Λ`(N0)(L∗) = Met

Λ`(N0)(L∗).

Proof. The first identity was shown in proposition 8.23 and is equivalent to the second
identity by theorem 8.20 and proposition 8.26.

Corollary 8.28. Any étale L∗-module over Λ`(N0), resp. over OE , is a complete topo-
logically étale o[N0L∗]-module in our sense.

Proof. Use propositions 8.22 and 8.27.

9 Convergence in L+-modules on Λ`(N0)

In this section, we use the notations of section 8 where we assume that N is a p-adic Lie
group. We assume that ` and ι are continuous group homomorphisms

` : P → P (2) , ι : N (2) → N , ` ◦ ι = id ,

such that `(L+) ⊂ L(2)
+ , `(N) = N (2), (ι ◦ `)(N0) ⊂ N0, and

(62) tι(y)t−1 = ι(`(t)y`(t)−1) for y ∈ N (2), t ∈ L .

The assumptions of Chapter 8 are naturally satisfied with L∗ = L+. Indeed, the
compact open subgroup N0 of N is a compact p-adic Lie group, the group `(N0) is a

compact non-trivial subgroup N
(2)
0 of N (2) ' Qp hence N

(2)
0 is isomorphic to Zp and is
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open in N (2), the kernel of `|N0 is normalized by L`,+. Note that L+ normalizes ι(N
(2)
0 )

since `(L+) normalises N
(2)
0 and (62).

Let M ∈Met
Λ`(N0)(L+) and D ∈Met

OE ,`(L+) be related by the equivalence of categories

(Thm. 8.20),
M = Λ`(N0)⊗OE ,ι D = Λ`(N0)ιD(D) .

We will exhibit in this chapter a special family Cs of compact subsets in M such that
M(Cs) is a dense o-submodule of M , and such that the P -equivariant sheaf on C associated
to the étale o[P+]-module M(Cs) by the theorem 3.23 extends to a G-equivariant sheaf
on G/P . We will follow the method explained in subsection 6.5 which reduces the most
technical part to the easier case where M is killed by a power of p.

9.1 Bounded sets

Definition 9.1. A subset A of M is called bounded if for any open neighborhood B of 0
in M there exists an open neighborhood B of 0 in Λ`(N0) such that

BA ⊂ B .

Compare with [12] Def. 8.5. The properties satisfied by bounded subsets of M can be
proved directly or deduced from the properties of bounded subsets of Λ`(N0) ([15] §12).
Using the fundamental system (59) of neighborhoods of 0, the set A is bounded if and
only if for any large n there exists n′ > n such that

(M`(N0)n
′
+Xn′Λ(N0))A ⊂M`(N0)nM +XnM0 ,

equivalently Xn′−nA ⊂M`(N0)nM +M0. We obtain (compare with [12] Lemma 8.8):

Lemma 9.2. A subset A of M is bounded if and only if for any large positive n there
exists a positive integer n′ such that

A ⊂M`(N0)nM +X−n
′
M0 .

The following properties of bounded subsets will be used in the construction of a
special family Cs in the next subsection.

– Let f : ⊕ri=1Λ`(N0) → M be a surjective homomorphism of Λ`(N0)-modules. The
image by f of a bounded subset of ⊕ri=1Λ`(N0) is a bounded subset of M . For
1 ≤ i ≤ r, the i-th projections Ai ⊂ Λ`(N0) of a subset A of ⊕ri=1Λ`(N0) are all
bounded if and only if A is bounded.

– A compact subset is bounded.

– The Λ(N0)-module generated by a bounded subset is bounded.

– The closure of a bounded subset is bounded.

– Given a compact subset C in Λ`(N0) and a bounded subset A of M , the subset CA
of M is bounded.

– The image of a bounded subset by f ∈ Endconto (M) is bounded. The image by `M
of a bounded subset in M is bounded in D.

– A subset A of D is bounded if and only if the image An of A in D/pnD is bounded
for all large n.

– When D is killed by a power of p, a subset A of D is bounded if and only if A is
contained in a lattice, i.e. if A is contained in a compact subset (by the properties
of lattices given in Section 7.3).
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Lemma 9.3. The image by ιD of a bounded subset in D is bounded in M .

Proof. Let A ⊂ D be a bounded subset and let D0 be a fixed lattice in D. For all n ∈ N
there exists n′ ∈ N such that A ⊂ pnD + (X(2))−n

′
D0 by Lemma 9.2. Applying ιD we

obtain
ιD(A) ⊂ pnιD(D) +X−n

′
ιD(D0) ⊂M`(N0)nM +X−n

′
M0

where M0 = Λ(N0)ιD(D0) is a lattice in M . By the same lemma, this means that ιD(A)
is bounded in M .

9.2 The module M bd
s

Definition 9.4. M bd
s is the set of m ∈ M such that the set of `M (ψk(u−1m)) for k ∈

N, u ∈ N0 is bounded in D.

The definition of M bd
s depends on s because ψ is the canonical left inverse of the action

ϕ of s on M . We recognize mu,sk = ψk(u−1m) appearing in the expansion (12).

Proposition 9.5. M bd
s is an étale o[P+]-submodule of M .

Proof. a) We check first that M bd
s is P+-stable. As M bd

s is N0-stable and P+ = N0L+, it
suffices to show that tm = ϕt(m) ∈M bd

s when t ∈ L+ and m ∈M bd
s . Using the expansion

(12) of m and st = ts, for k ∈ N and n0 ∈ N0, we write ψk(n−1
0 tm) as the sum over

u ∈ J(N0/Nk) of

ψk(n−1
0 tuϕk(mu,sk)) = ψk(n−1

0 tut−1ϕk(ϕt(mu,sk))) = ψk(n−1
0 tut−1)ϕt(mu,sk) ,

and `M (ψk(n−1
0 ϕt(m))) as the sum over u ∈ J(N0/Nk) of

`M (ψk(n−1
0 tut−1)ϕt(mu,sk)) = vk,n0

`M (ϕt(mu,sk)) = vk,n0
ϕt(`M (mu,sk)) ,

where vk,n0 := `(ψk(n−1
0 tut−1)) belongs to N

(2)
0 or is 0. As m ∈M bd

s , the set of `M (mu,sk)
for k ∈ N and u ∈ N0 is bounded in D. Its image by the continuous map ϕt is bounded

and generates a bounded o[N
(2)
0 ]-submodule of D. Hence ϕt(m) ∈M bd

s .
b) The o[P+]-module M bd

s is ψ-stable (hence M bd
s is étale by Corollary 3.30) because

we have, for m ∈M bd
s , u ∈ N0, k ∈ N,

(63) ψk(u−1ψ(m)) = ψk+1(ϕ(u−1)m) .

The goal of this section is to show that the P -equivariant sheaf on C associated to
the étale o[P+]-module M bd

s extends to a G-equivariant sheaf on G/P . We will follow the
method explained in subsection 6.5.

Let pn : M → M/pnM be the reduction modulo pn for a positive integer n. Recall
that M is p-adically complete.

Lemma 9.6. The o-submodule M bd
s ⊂M is closed for the p-adic topology, in particular

M bd
s = lim←−

n

(M bd
s /p

nM bd
s ) .

Moreover M bd
s is the set of m ∈M such that pn(m) belongs to (M/pnM)bds for all n ∈ N,

and we have
M bd
s = lim←−

n

(M/pnM)bds .
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Proof. a) Let m be an element in the closure of M bd
s in M for the p-adic topology. For

any r ∈ N, we choose m′r ∈ M bd
s with m−m′r ∈ prM . For each r, we choose r′ ≥ 1 such

that `M (ψk(u−1m′r)) ∈ prD + X−r
′
D0 for all k ∈ N, u ∈ N0, applying Lemma 9.2. We

have

`M (ψk(u−1m)) ∈ `M (ψk(u−1m′r) + prM) = `M (ψk(u−1m′r)) + prD ⊂ prD +X−r
′
D0 .

By the same lemma, m ∈ M bd
s . This proves that M bd

s is closed in M hence p-adically
complete.

b) The reduction modulo pn commutes with `M , ψ, and the action of N0. The following
properties are equivalent :

m ∈M bd
s ,

{`M (ψk(u−1m)) for k ∈ N, u ∈ N0} ⊂ D is bounded,
{`M/pnM (ψk(u−1pn(m))) for k ∈ N, u ∈ N0} ⊂ D/pnD is bounded for all positive

integers n,
pn(m) ∈ (M/pnM)bds for all positive integers n.

We deduce that m 7→ (pn(m))n : M bd
s → lim←−n(M/pnM)bds is an isomorphism.

Proposition 9.7. D = Dbd
s and M bd

s contains ιD(D).

Proof. i) We show that D = Dbd
s . By Lemma 9.6, we can suppose that D is killed by a

power of p. Let d ∈ D. By Cor. 7.4, for n ∈ N, there exists k0 ∈ N such that ψk(v−1d) ∈
D] for k ≥ k0, v ∈ N

(2)
0 . As D] ⊂ D is bounded, and as the set of ψk(v−1d) for all

0 ≤ k < k0, v ∈ N (2)
0 , is also bounded because the set of v−1d for v ∈ N (2)

0 is bounded
and ψk is continuous, we deduce that d ∈ Dbd

s .
ii) We show that M bd

s contains ιD(D) by showing

{`M (ψk(u−1ιD(d))) for k ∈ N, u ∈ N0} = {ψk(v−1d) for k ∈ N, v ∈ N (2)
0 }

when d ∈ D (the right hand side is bounded in D by i)). We write an element of N0 as

ι(v)u for u in N` and v ∈ N (2)
0 . By Lemma 8.15,

ψk(u−1ι(v)−1ιD(d)) = ψk(u−1ιD(v−1d)) = s−ku−1skψk(ιD(v−1d))

when u ∈ skN`s
−k and is 0 when u is not in skN`s

−k. When u ∈ skN`s
−k we have

`M (s−ku−1skψk(ιD(v−1d))) = ψk(v−1d) as ιD is ψ-equivariant.

Proposition 9.8. M bd
s is dense in M

Proof. M bd
s ⊂ M is an o[N0]-submodule, which by Proposition 9.7 contains ιD(D). The

o[N0]-submodule of M generated by ιD(D) is dense by Lemma 8.6.

We summarize: we proved that M bd
s ⊂ M is a dense o[N0]-submodule, stable by L+,

and the action of L+ on M bd
s is étale.

Remark 9.9. It follows from Lemma 9.6 and the subsequent proposition 9.10 that M bd
s

is a Λ(N0)-submodule of M .

9.3 The special family Cs when M is killed by a power of p

We suppose that M is killed by a power of p.
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Proposition 9.10. 1. For any lattice D0 in D, the o-submodule

M bd
s (D0) := {m ∈M | `M (ψk(u−1m)) ∈ D0 for all u ∈ N0 and k ∈ N}.

of M is compact, and is a ψ-stable Λ(N0)-submodule.
2. The family Cs of compact subsets of M contained in M bd

s (D0) for some lattice D0 of
D, is special (Def. 6.1), satisfies C(5) (Prop. 6.8) and C(6) (Prop. 6.9), and M(Cs) = M bd

s

is a Λ(N0)-submodule of M .

Proof. 1. a) As ` and ψ are continuous (Proposition 8.22) and D0 ⊂ D is closed, it follows
that M bd

s (D0) is an intersection of closed subsets in M , hence M bd
s (D0) is closed in M .

As M bd
s (D0) is an o[N0]-submodule of M and o[N0] is dense in Λ(N0) we deduce that

M bd
s (D0) is a Λ(N0)-submodule. It is ψ-stable by (63). The weak topology on M is the

projective limit of the weak topologies on M/M`(N0)nM , and we have ([2] I.29 Corollary)

M bd
s (D0) = lim←−

n≥1

(M bd
s (D0) +M`(N0)nM)/M`(N0)nM .

Therefore it suffices to show that

(M bd
s (D0) +M`(N0)nM)/M`(N0)nM

is compact for each large n. We will show the stronger property that it is a finitely
generated Λ(N0)-module.

b) We prove first that M bd
s (D0) is the intersection of the Λ(N0)-modules generated by

the image by ϕk of the inverse image `−1
M (D0) of D0 in M , for k ∈ N,

(64) M bd
s (D0) =

⋂
k∈N

Λ(N0)ϕk(`−1
M (D0)) .

The inclusion from left to right follows from the expansion (12), as m ∈ M bd
s (D0) is

equivalent to mu,sk = ψk(u−1m) ∈ `−1
M (D0) for all u ∈ N0 and k ∈ N. The inclusion from

right to left follows from

`Mψ
ku−1(Λ(N0)ϕk(`−1

M (D0))) = D0 .

c) We pick a lattice M0 of M such that `−1
M (D0) = M0 + J`(N0)M , as J`(N0)M is the

kernel of `M . By Lemma 8.17 we can choose for each n ∈ N a large integer r such that
ϕr(J`(N0)M) ⊆M`(N0)nM . Therefore we have

M bd
s (D0) ⊆ Λ(N0)ϕr(M0 + J`(N0)M) ⊆ Λ(N0)ϕr(M0) +M`(N0)nM .

We deduce

(M bd
s (D0) +M`(N0)nM)/M`(N0)nM ⊆ (Λ(N0)ϕr(M0) +M`(N0)nM)/M`(N0)nM .

The right term is a finitely generated Λ(N0)-module hence the left term is finitely gener-
ated as a Λ(N0)-module since Λ(N0) is noetherian.

2. The family is stable by finite union because a finite sum of lattices is a lattice. If
C ∈ Cs then N0C ∈ Cs because M bd

s (D0) is a Λ(N0)-module. We have

M(Cs) = ∪D0
M bd
s (D0) = M bd

s ,

when D0 runs over the lattices of D, the last follows from the fact that a bounded subset
of D is contained in a lattice (this is the only part in the proof where the assumption that
M is killed by a power of p is used). Apply Prop. 9.5.

Property C(5) is immediate because M bd
s (D0) is ψ-stable. Property C(6) follows from

ϕ(M bd
s (D0)) ⊂ M bd

s (Ds) where Ds is the lattice of D generated by ϕ(D0) (this uses the
part a) of the proof of Prop. 9.5).
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Consider the lattice M++ = Λ(N0)iD(D++) of M . Since Λ(N0) and D++ are ϕ-stable
and since ϕ and ιD commute, M++ is ϕ-stable and `M (M++) = D++. Hence for a subset
S ⊂M we have

(65) S ⊂ XrM++ + J`(N0)M ⇔ `M (S) ⊂ (X(2))rD++ .

Proposition 9.11. Let r ∈ N, C+ ⊂ L+ a compact subset and let D0 be a lattice in D.
There is a compact open subgroup P1 ⊂ P0 and k0 ≥ 0 such that for all k ≥ k0

sk(1− P1)C+M
bd
s (D0) ⊂ XrM++ +M`(N0)rM .

Proof. Denote for simplicity S = M bd
s (D0). By definition `M (S) ⊂ D0. Since P

(2)
+ acts

continuously on D, `(C+)D0 is compact and (X(2))rD++ is open, there is a compact

open subgroup P
(2)
1 ⊂ P (2)

+ such that (1− P (2)
1 )`(C+)D0 ⊂ (X(2))rD++. We may choose

a compact open subgroup P1 of P0 such that `(P1) ⊂ P
(2)
1 , hence `M ((1 − P1)C+S) ⊂

(X(2))rD++. Relation (65) yields

(1− P1)C+S ⊂ J`(N0)M +XrM++ .

Choosing k0 such that ϕk(J`(N0)) ⊂M`(N0)r for k ≥ k0 (as we may by Lemma 8.17), the
result follows from the ϕ-stability of XrM++( which follows from the fact that ϕ(Xr) ∈
XrΛ(N0) and ϕ(M++) ⊂M++).

Corollary 9.12. Property T(1) in Prop. 6.8 is satisfied.

Proof. Let C,C+,M as in Prop. 6.8 and choose r such thatM`(N0)rM +XrM++ ⊂M.
Choose a lattice D0 such that C ⊂ M bd

s (D0). As M bd
s (D0) is ψ-stable (Prop. 9.10), we

can choose the subgroup P1 and k(C,M, C+) = k0 given by Proposition 9.11.

Recall that we defined (42) operators s
(k)
g = H(k+1)

g − H(k)
g on M bd

s = M(Cs). From
now on we fix a lattice D0 in D and g ∈ N0PN0. We denote S = M bd

s (D0).

Corollary 9.13. There is kg ≥ 0 such that for all x ∈ N and k ≥ x+ kg

ψx ◦N0 ◦ s(k)
g (S) ⊂ `−1

M (D++) .

Proof. Let r = 1, C+ = Λgs and choose P1 and k0 as in Proposition 9.11, so that
sk(1−P1)C+S ⊂ `−1

M (D++) for k ≥ k0. Since S is Λ(N0)[ψ]-stable and `−1
M (D++) is o[N0]-

stable, relation (43) and the inequality k
(2)
g (P1) ≥ k(1)

g yield s
(k)
g (S) ⊂ N0ϕ

x`−1
M (D++) for

k ≥ x+k0+k
(2)
g (P1). Applying ψx◦N0 yields the desired result, with kg = k0+k

(2)
g (P1).

Lemma 9.14. There is a lattice D1 in D such that for all u ∈ Ug, k ≥ kg ≥ k
(1)
g and

x ≥ k − kg

(66) ψx ◦N0 ◦ α(g, xu) ◦ Res(1uNk)(S) ⊂ `−1
M (D1) .

Proof. Let C ′+ = skg t(g, Ug). This is a compact subset of L+, since kg ≥ k
(1)
g . Since S is

Λ(N0)[ψ]-stable, we have Res(1uNk)(S) ⊂ u ◦ ϕk(S), hence

α(g, xu) ◦ Res(1uNk)(S) ⊂ N0 ◦ t(g, u) ◦ ϕk(S) ⊂ N0ϕ
k−kg (C ′+S) .

Hence the left hand-side of (66) is contained in ψx−k+kg (Λ(N0)C ′+S), which is a subset

of Λ(N0)C ′+`
−1
M (D0), because S ⊂ Λ(N0)ϕx−k+kg (`−1

M (D0)) and C ′+Λ(N0) ⊂ Λ(N0)C ′+.
Thus

`M (ψx ◦N0 ◦ α(g, xu) ◦ Res(1uNk)(S)) ⊂ Λ(N
(2)
0 )`(C ′+)(D0)

and the last subset of D is compact, hence contained in some lattice D1.
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Corollary 9.15. For all k ≥ kg we have H(k)
g (S) ⊂M bd

s (D1 +D++). Moreover, Hg(S) ⊂
M bd
s (D1 +D++).

Proof. The second assertion follows from the first by letting k →∞, since M bd
s (D1+D++)

is closed in M . For the first assertion, we need to prove that ψx(N0H(k)
g (S)) ⊂ `−1

M (D1 +
D++) for all x ≥ 0 and k ≥ kg. Fix x ≥ 0. If k ≤ kg + x, simply add all relations (66) for

u ∈ J(Ug/Nk). If k > kg + x, the equation H(k)
g = H(x+kg)

g +
∑k−1
j=x+kg

s
(j)
g and corollary

9.13 show that

ψx(N0H(k)
g (S)) ⊂ ψx(N0H(x+kg)

g (S)) + `−1
M (D++) .

But we have already seen that ψx(N0H
(x+kg)
g (S)) ⊂ `−1

M (D1 +D++).

Proposition 9.16. All the assumptions of Prop. 6.9 are satisfied.

Proof. Property T(1) was checked in corollary 9.12. Property T(2) and the fact that Hg
preserves M bd

s (for g ∈ N0PN0) follow from Corollary 9.15 and the fact that any m ∈M bd
s

is in S = M bd
s (D0) for some lattice D0 in D.

9.4 Functoriality and dependence on s

Let Z(L)†† ⊂ Z(L) be the subset of elements s such that L = L−s
N and (skN0s

−k)k∈Z
and (s−kw0N0w

−1
0 sk)k∈Z are decreasing sequences of trivial intersection and union N and

w0Nw
−1
0 , respectively (see section 6).

Let M be a topologically etale L+-module over Λ`(N0) and let D := D(M). We have
D/pnD = D(M/pnM) for n ≥ 1. By Lemma 8.7, M satisfies the properties a,b,c,d of
subsection 6.5 and is complete (the same is true for M/pnM). The image D0,n in D/pnD
of any lattice D0,n+1 in D/pn+1D is a lattice and the maps ` and ψ commute with
the reduction modulo pn, hence (M/pn+1M)bds (D0,n+1) maps into (M/pnM)bds (D0,n).
Therefore the special family Cs,n+1 in M/pn+1M maps to the special family Cs,n in
M/pnM . As in Lemma 6.14 we define the special family Cs in M to consist of all compact
subsets C ⊂ M such that pn(C) ∈ Cs,n for all n ≥ 1. By Prop. 9.10 and Lemma 9.6 we
have

M(Cs) = M bd
s .

Theorem 9.17. Let s ∈ Z(L)†† and M ∈Met
Λ`(N0)(L+).

(i) The (s, res,Cs)-integrals Hg,s of the functions αg,0|Mbd
s

for g ∈ N0PN0 exist, lie in

Endo(M
bd
s ), and satisfy the relations H1, H2, H3 of Prop. 5.14.

(ii) The map M 7→ (M bd
s , (Hg,s)g∈N0PN0

) is functorial.

Proof. (i) By Prop. 9.16 the assumptions of Prop. 6.16 are satisfied.
(ii) Let f : M →M ′ be a morphism inMet

Λ`(N0)(L+). For m ∈M we denote Es(m) =

{`M (ψksu
−1m) for u ∈ N0, k ∈ N}. We have

(67) D(f)(Es(m)) = Es(f(m)) when m ∈M ,

because the maps `M : M → D and `M ′ : M ′ → D′ sending x to 1 ⊗ x for x ∈ M or
x ∈M ′ satisfy `M ′ ◦f = D(f)◦`M , and f is P−-equivariant by Lemma 3.7. Any morphism
between finitely generated modules on OE is continuous for the weak topology (cf. [12]
Lemma 8.22). The image of a bounded subset by a continuous map is bounded. We deduce
from (67) that Es(m) bounded implies Es(f(m)) bounded, equivalently m ∈M bd

s implies

f(m) ∈M ′s
bd

. For m ∈M bd
s we have f(Hg,s(m)) = Hg,s(f(m)) where

Hg,s(.) = lim
k→∞

∑
u∈J(N0/skN0s−k)

n(g, u)ϕt(g,u)skψ
k
su
−1(.) ,
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because f is P+ and P−-equivariant by Lemma 3.7.

We investigate now the dependence on s ∈ Z(L)†† of the dense subset M bd
s ⊆M and

of the (s, res,Cs)-integrals Hg,s.
Lemma 9.18. Z(L)†† is stable by product.

Proof. Let s, s′ ∈ Z(L)††. Clearly L−s
′n = L−s

−nsns′n ⊂ L−(ss′)n because L− is
a monoid and s−1 ∈ Z(L)− = Z(L) ∩ L−. Therefore L = L−(ss′)N. The sequence
((ss′)kN0(ss′)−k)k∈Z is decreasing because

s′k+1sk+1N0s
−k−1s′−k−1 ⊂ s′ksk+1N0s

−k−1s′−k ⊂ s′kskN0s
−ks′−k .

The intersection is trivial and the union is N because s′kskN0s
−ks′−k ⊂ skN0s

−k when
k ∈ N and s′kskN0s

−ks′−k ⊃ skN0s
−k when −k ∈ N. One makes the same argument with

w0N0w
−1
0 .

Lemma 9.19. (i) The action of t0 ∈ `−1(L
(2)
0 ) ∩ L+ on D is invertible.

(ii) There exists a treillis D0 in D which is stable by `−1(L
(2)
0 ) ∩ L+.

Proof. (i) is true because the action of t0 on D is étale and N
(2)
0 = `(t0)N

(2)
0 `(t0)−1.

(ii) Let s ∈ Z(L)†† and let ψs be the canonical inverse of the étale action ϕs of s
on D. We show that the minimal ψs-stable treillis D\ of D (Prop. 7.2(iii)) is stable by

`−1(L
(2)
0 ) ∩ L+.

For t0 ∈ `−1(L
(2)
0 )∩L+ we claim that ϕt0(D\) is also a ψs-stable treillis in D. We have

ψsψt0 = ψt0ψs as t0 ∈ Z(L). Multiplying by ϕt0 on both sides, one gets ϕt0ψsψt0ϕt0 =
ϕt0ψt0ψsϕt0 . Since ψt0 is the two-sided inverse of ϕt0 by (i) we get that ϕt0 and ψs
commute. Hence ϕt0(D\) is a compact o-module which is ψs-stable. It is a Λ(N

(2)
0 )-

module because any λ ∈ Λ(N
(2)
0 ) is of the form λ = ϕ`(t0)(µ) for some µ ∈ Λ(N

(2)
0 ) and

λϕt0(d) = ϕt0(µd) for all d ∈ D. As D\ contains a lattice and ϕt0 is étale, we deduce that
ϕt0(D\) contains a lattice and therefore is a treillis. By the minimality of D\ we must
have

D\ ⊂ ϕt0(D\) .

Similarly one checks that ψt0(D\) is a treillis. It is ψs-stable because ψs and ψt0 commute.
Hence

D\ ⊂ ψt0(D\) .

Applying ϕt0 which is the two-sided inverse of ψt0 we obtain ϕt0(D\) ⊂ D\ hence D\ =
ϕt0(D\) .

We denote by Z(L)† ⊂ Z(L) the monoid of z ∈ Z(L)+ = Z(L) ∩ L+ such that
z−1w0N0w

−1
0 z ⊂ w0N0w

−1
0 . We have Z(L)††Z(L)† ⊂ Z(L)††.

Note that L
(2)
0 contains the center of GL(2,Qp) and that Z(L(2))† = L

(2)
+ .

For m ∈ M, t ∈ L+, u ∈ U, and a system of representatives J(N0/tN0t
−1) ⊂ N0 for

the cosets in N0/tN0t
−1 we have (12)

(68) m =
∑

u∈J(N0/tN0t−1)

uµt,u , µt,u := ϕtψt(u
−1m) .

For g ∈ N0PN0 and s ∈ Z(L)††, we have the smallest positive integer k
(0)
g,s as in (27). For

k ≥ k(0)
g,s, we have Hg,s,J(N0/Nk) ∈ Endconto (M) where (compare with (28))

(69) Hg,s,J(N0/Nk)(m) =
∑

u∈J(Ug/Nk)

n(g, u)t(g, u)µsk,u .
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When m ∈ M bd
s , the integral Hg,s(m) is the limit of Hg,s,J(N0/Nk)(m) by Theorem 9.17

and (29).

Proposition 9.20. Let s ∈ Z(L)††, t0 ∈ `−1(L
(2)
0 ) ∩ Z(L)† and r a positive integer.

(i) We have M bd
st0 ⊆M

bd
s = M bd

sr .

(ii) For g ∈ N0PN0 we have Hg,s = Hg,st0 on M bd
st0 and Hg,s = Hg,sr on M bd

s .

Proof. a) Note that st0 and sr in proposition belong also to Z(L)††.

For a treillis D0 in D which is stable by `−1(L
(2)
0 ) ∩L+ (Lemma 9.19), (X(2))−rD0 is

a treillis in D; it is also stable by t0 ∈ `−1(L
(2)
0 ) ∩ L+ because

ϕ`(t0)((X
(2))−rΛ(N

(2)
0 )) = ϕ`(t0)((X

(2))−r)ϕ`(t0)(Λ(N
(2)
0 )) = (X(2))−rΛ(N

(2)
0 ) .

When M is killed by a power of p, this implies with Prop. 9.10 that M bd
s is the union

of M bd
s (D0) when D0 runs over the lattices of D which are stable by `−1(L

(2)
0 ) ∩ L+.

b) We suppose from now on, as we can by Lemma 9.6, that M is killed by a power of

p to prove M bd
st0 ⊂ M bd

s = M bd
sr . Let m ∈ M bd

st0(D0) where D0 is a `−1(L
(2)
0 ) ∩ L+-stable

lattice of D. For u ∈ N0 and k ∈ N, using (12) for t = tk0 we obtain that

`M (ψks (u−1m)) = `M (
∑

v∈J(N0/tk0N0t
−k
0 )

v ◦ ϕkt0 ◦ ψ
k
t0 ◦ v

−1 ◦ ψks (u−1m)) =

=
∑

v∈J(N0/tk0N0t
−k
0 )

`(v)ϕkt0(`M (ψkst0(ϕks(v−1)u−1m)))

lies in D0, since D0 is both N
(2)
0 - and ϕt0-invariant and `M (ψkst0(u′m)) ∈ D0 for u′ ∈ N0.

Therefore M bd
st0(D0) ⊂M bd

s (D0) and by a) we deduce M bd
st0 ⊂M

bd
s .

For any m ∈M we observe that

{`M (ψksr (u
−1m)) for k ∈ N, u ∈ N0} ⊂ {`M (ψks (u−1m)) for k ∈ N, u ∈ N0} ,

as ψksr = ψrks . We deduce that M bd
s (D0) ⊂ M bd

sr (D0) for any lattice D0 of D hence
M bd
s ⊂M bd

sr . Conversely, for k1 ∈ N we write k1 = rk− k2 with k ∈ N and 0 ≤ k2 < r and
we observe that

`M (ψk1s (u−1m)) = `M (
∑

v∈J(N0/sk2N0s−k2 )

v ◦ ϕk2s ◦ ψrks (ϕk1s (v−1)u−1m))

=
∑

v∈J(N0/sk2N0s−k2 )

`(v)ϕk2s (`M (ψksr (ϕ
k1
s (v−1)u−1m))) .

The Λ(N
(2)
0 )-submodule Dr generated by

∑r−1
i=1 ϕ

i
s(D0) is a lattice because the action ϕs

of s on D is étale. We deduce that M bd
sr (D0) ⊂ M bd

s (Dr) since `M (ψksr (u
′m)) ∈ D0 for

u′ ∈ N0,m ∈ M bd
sr (D0). Therefore M bd

sr (D0) ⊂ M bd
s (Dr) hence M bd

sr ⊂ M bd
s . It is obvious

that Hg,s = Hg,sr on M bd
s .

c) Let g ∈ N0PN0, k ≥ k(0)
g,s, t0 ∈ `−1(L

(2)
0 ) ∩ Z(L)† and r ≥ 1. We have

k
(0)
g,st0 ≤ k

(0)
g,s , k

(0)
g,sr ≤ k(0)

g,s

because (st0)kN0(st0)−k ⊂ Nk and (sr)kN0(sr)−k = Nkr ⊂ Nk.
Let d in D and v ∈ N0. By (12) we have

d =
∑

u∈J(N
(2)
0 /`(st0)kN

(2)
0 `(st0)−k)

uϕkst0 ◦ ψ
k
st0(u−1d)

=
∑

u∈J(N
(2)
0 /`(s)kN

(2)
0 `(s)−k)

uϕks ◦ ψks (u−1d) ,
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with the second equality holding true summand per summand, because ψt0 is the left

and right inverse of ϕt0 on D (Lemma 9.19 (i)) and `(t0)N
(2)
0 `(t0)−1 = N

(2)
0 . Since ιD

commutes with ϕt and ψt for t ∈ L+, this implies

vιD(d) =
∑

u∈J(N
(2)
0 /`(st0)kN

(2)
0 `(st0)−k)

vι(u)ϕkst0 ◦ ψ
k
st0(ι(u)−1ιD(d))

=
∑

u∈J(N
(2)
0 /`(s)kN

(2)
0 `(s)−k)

vι(u)ϕks ◦ ψks (ι(u)−1ιD(d)) ,

again with the second equality holding true summand per summand. We choose, as we
can, systems of representatives J(N0/(st0)kN0(st0)−k) and J(N0/s

kN0s
−k) containing

ι(J(N
(2)
0 /`(s)kN

(2)
0 `(s)−k)). For k ≥ k(0)

g,s ≥ k(0)
g,st0 , we obtain

Hg,st0,vJ(N0/(st0)kN0(st0)−k)(vιD(d)) = Hg,s,vJ(N0/skN0s−k)(vιD(d)) .

Passing to the limit when k goes to infinity, and using linearity we deduce that Hg,st0 =
Hg,s on the o[N0]-submodule < N0ιD(D) >o generated by ιD(D) in M bd

st0 .
d) Let m ∈ M bd

s (D1) with D1 ⊂ D a ψs-stable lattice (Prop. 7.2 (iv)). For a positive
integer k, and a set of representatives J(N0/s

kN0s
−k), we write m in the form (12)

m =
∑

u∈J(N0/skN0s−k)

uϕks(ιD(d(s, u)) +m(s, u))

with m(s, u) in J`(N0)M and d(s, u) = `M (ψks (u−1m)) in D1. Then

m(s) :=
∑

u∈J(N0/skN0s−k)

uϕks(ιD(d(s, u))) lies in < N0ιD(D) >o

because ιD is L+-equivariant. Moreover m − m(s) is contained in the o[N0]-submodule
N0ϕ

k
s(J`(N0)M) generated by ϕks(J`(N0)M). We show that

(70) m(s) ∈M bd
s (D1) .

For v ∈ N0 and r ≤ k we have

ψrs(v
−1(m−m(s))) = ψrs(v

−1
∑

u∈J(N0/skN0s−k)

uϕks(m(s, u)))

=
∑

u∈J(N0/skN0s−k)

ψrs(v
−1u)ϕk−rs (m(s, u))

which lies in J`(N0)M since m(s, u) is in J`(N0)M and J`(N0)M is N0 and ϕs-stable.
This shows that `M (ψrs(v

−1m(s))) = `M (ψrs(v
−1m)) lies in D1. On the other hand, for

r > k we have

`M (ψrs(v
−1m(s))) = `M (ψrs(v

−1
∑

u∈J(N0/skN0s−k)

uϕks(ιD(d(s, u)))))

=
∑

u∈J(N0/skN0s−k)

`M (ψr−ks (ψks (v−1u)ιD(d(s, u))))

which lies in D1. Indeed, since D1 is ψs-stable the formula in part ii) of the proof of Prop.
9.7 implies that ιD(D1) ⊆M bd

s (D1); hence the ιD(d(s, u)) lie in the ψs- and N0-invariant
subspace M bd

s (D1). We conclude that m(s) ∈M bd
s (D1).
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Therefore, for any ψst0-stable lattice D1 ⊂ D, any k ≥ 1, and any set of representatives
J(N0/(st0)kN0(st0)−k), we have defined an o-linear homomorphism

m 7→ m(st0) M bd
st0(D1)→M bd

st0(D1) ∩ < N0ιD(D) >o

such that

(71) m−m(st0) ∈M bd
st0(D1) ∩ ϕkst0(J`(N0)M).

By c) we have Hg,st0(m(st0)) = Hg,s(m(st0)) for m ∈M bd
st0(D1).

e) To end the proof thatHg,st0 = Hg,s on M bd
st0(D1) we use the Cs-uniform convergence

of (Hg,s,J(N0/skNs−k))k. We fix systems of representatives J(N0/(st0)kN0(st0)−k) and

J(N0/s
kNs−k), for any k ≥ 1. We also choose a lattice D0 ⊂ D which is stable by

`−1(L
(2)
0 ) ∩ L+ and such that D1 ⊂ D0. We recall that M bd

st0(D1) is compact (Prop. 9.10
i)) and that M bd

st0(D1) ⊂M bd
st0(D0) ⊂M bd

s (D0) by b). For any open Λ(N0)-submodule in

the weak topology M0 ⊂ M , there exists a common constant k0 ≥ k
(0)
g,s ≥ k

(0)
g,st0 (by c))

such that for k ≥ k0,

Hg,st0,J(N0/(st0)kN(st0)−k) ∈ Hg,st0 + E(M bd
st0(D1),M0)(72)

Hg,s,J(N0/skNs−k) ∈ Hg,s + E(M bd
st0(D1),M0) .(73)

On the left hand side of (72), (73), we have continuous endomorphisms of M . By Lemma
8.17, there exists an integer k1 ≥ k0 such that they send N0ϕ

k1
st0(J`(N0)M) into M0.

Therefore, for m ∈ M bd
st0(D1), they send the element m − m(st0) associated to k1 and

J(N0/((st0)k1N0(st0)−k1) as in d) (71) into M0 hence

Hg,st0(m−m(st0)) and Hg,s(m−m(st0)) lie in M0.

By d) we obtain that Hg,st0(m)−Hg,s2(m) lies in M0 for m ∈M bd
st0(D1). The statement

follows since we chose M0 to be an arbitrary open neighborhood of zero in the weak
topology of M .

Definition 9.21. We define the transitive relation s1 ≤ s2 on Z(L)†† generated by

s1 = s2t0 for t0 ∈ `−1(L
(2)
0 ) ∩ Z(L)† or sr11 = sr22 for positive integers r1, r2.

Proposition 9.20 admits the following corollary.

Corollary 9.22. Let s1, s2 ∈ Z(L)††.

i) When s1 ≤ s2 we have M bd
s1 ⊆M

bd
s2 and Hg,s1 = Hg,s2 on M bd

s1 .

ii) When the relation ≤ on Z(L)†† is right filtered, we have Hg,s1 = Hg,s2 on M bd
s1 ∩M

bd
s2 .

Proof. i) If s1 ≤ s2 then there exists, by definition, a sequence s1 = s′1 ≤ s′2 ≤ . . . ≤ s′m =
s2 in Z(L)†† such that each pair s′i, s

′
i+1 satisfies one of the two conditions in Def. 9.21.

Hence we may assume, by induction, that the pair s1, s2 satisfies one of these conditions,
and we apply Prop. 9.20.

ii) When there exists s3 ∈ Z(L)†† such that s1 ≤ s3 and s2 ≤ s3, by i) M bd
s1 and M bd

s2
are contained in M bd

s3 and Hg,s1 = Hg,s2 = Hg,s3 on M bd
s1 ∩M

bd
s2 .

Proposition 9.23. We assume that the relation ≤ on Z(L)†† is right filtered. Then, the
intersection and the union

M bd
∩ :=

⋂
s∈Z(L)††

M bd
s ⊂ M bd

∪ :=
⋃

s∈Z(L)††

M bd
s

are dense étale L+-submodules of M over Λ(N0).
For g ∈ N0PN0 the endomorphisms Hg ∈ Endo(M

bd
∪ ) equal to Hg,s on M bd

s for each
s ∈ Z(L)††, are well defined, stabilize M bd

∩ and satisfy the relations H1, H2, H3 of Prop.
5.14.
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Proof. M bd
∩ is an L+-submodule of M over Λ(N0) by Prop. 9.5 and Remark 9.9. It is

dense in M by Prop. 9.7 and Lemma 8.6. The action of L+ on M bd
∩ is étale because M bd

∩
is L−-stable. When ≤ is right filtered, M bd

∪ is a Λ`(N0)-module by Cor. 9.22 i). For the
same reasons as for M bd

∩ , it is an étale L+-submodule of M over Λ(N0).
By Cor. 9.22 the Hg are well defined and stabilize M bd

∩ . They satisfy the relations H1,
H2, H3 of Prop. 5.14 because the Hg,s satisfy them (Theorem 9.17).

We summarize our results and give our main theorem.

Theorem 9.24. For any s ∈ Z(L)††, we have a faithful functor

Ys :Met
Λ`(N0)(L+) → G-equivariant sheaves on G/P ,

which associates to M ∈ Met
Λ`(N0)(L+) the G-equivariant sheaf Ys on G/P such that

Ys(C0) = M bd
s .

When the relation ≤ on Z(L)†† is right filtered, we have faithful functors

Y∩,Y∪ :Met
Λ`(N0)(L+) → G-equivariant sheaves on G/P ,

which associate to M ∈Met
Λ`(N0)(L+) the G-equivariant sheaves Y∩ and Y∪ on G/P with

sections on C0 equal to Y∩(C0) = M bd
∩ and Y∪(C0) = M bd

∪ .

Proof. The existence of the functors results from Prop. 9.23, Theorem 9.17, Prop. 5.14,
and Remark 5.11.

We show the faithfulness of the functors. For a non zero morphism f : M → M ′ in
Met

Λ`(N0)(L+), we have f(M bd
∩ ) 6= 0 because f is continuous ([12] Lemma 8.22) and M bd

∩
containing Λ(N0)ιD(D) is dense (Prop. 9.23). We deduce Y∩(f) 6= 0 since it is nonzero
on sections on C0. A fortiori Ys(f) 6= 0, and Y∪(f) 6= 0.

10 Connected reductive split group

We explain how our results apply to connected reductive groups.

a) Let F be a locally compact non archimedean field of ring of integers oF and uni-
formizer pF . Let G be a connected reductive F -group, let S be a maximal F -split subtorus
of G and let P be a parabolic F -subgroup of G with Levi component L containing S and
unipotent radical N . Let X∗(S) be the group of characters of S, let ΦL, resp. Φ, be the
subset of roots of S in L, resp. G, and let Φ+,N be the subset of roots of S in N (we
suppress the index N if P is a minimal parabolic F -subgroup of G).

Let s be any element of S(F ) such that α(s) = 1 for α ∈ ΦL and the p-valuation
of α(s) ∈ F ∗ is positive for all roots α ∈ Φ+,N . For any compact open subgroup N0

of N(F ), the data (P (F ), L(F ), N(F ), N0, s) satisfy all the conditions introduced in the
section on étale P+-modules (3), (3.2), the assumptions introduced in the section 6, and
in the section 9.

b) We suppose that P is a minimal parabolic F -subgroup. Let W ⊂ NG(L) be a
system of representatives of the Weyl group NG(L)/L and let w0 be the longest element
of the Weyl group. The data (G(F ), P (F ),W ) satisfy the assumptions of the section 5 on
G-equivariant sheaves on G/P .

c) We suppose until the end of this article that

F = Qp, G is Qp-split and P is a Borel Qp-subgroup.
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The Levi subgroup L = T of P is a split Qp-torus. The monoid of dominant elements and
the submonoid without unit of strictly dominant elements are

T (Qp)+ = {t ∈ T (Qp), α(t) ∈ Zp for all α ∈ ∆} ,
T (Qp)++ = {t ∈ T (Qp), α(t) ∈ pZp − {0} for all α ∈ ∆} .

With our former notation Z(L) = T (Qp), Z(L)†† = T (Qp)++. For each root α ∈ Φ, let

(74) uα : Qp → Nα(Qp) , tuα(x)t−1 = uα(α(t)x) for x ∈ Qp, t ∈ T (Qp) ,

be a continuous isomorphism from Qp onto the root subgroup Nα(Qp) of N(Qp) normal-
ized by T (Qp). We can write an element u ∈ N(Qp) in the form

u =
∏
α∈Φ+

uα(xα)

for any ordering of Φ+. The coordinates xα = xα(u) ∈ Qp of u are determined by the
ordering of the roots, but for a simple root α, the coordinate

(75) xα : N(Qp)→ Qp

is independent of the choice of the ordering, and satisfies uα ◦ xα = 1. We suppose, as we
can, that the uα have be chosen such that the product

N0 =
∏
α∈Φ+

uα(Zp)

is a group for some ordering of Φ+. Then N0 is the product of the uα(Zp) = Nα(Zp) for
any ordering of Φ+.

We choose a simple root α. We consider the continuous homomorphisms

`α : P (Qp)→ P (2)(Qp) , ια : N(Qp)(2) → N(Qp) , `α ◦ ια = 1 ,

defined by

`α(ut) :=

(
α(t) xα(u)

0 1

)
, ια(u(2)(x)) := uα(x) for u(2)(x) :=

(
1 x
0 1

)
,

for t ∈ T (Qp), u ∈ N(Qp), x ∈ Qp. They satisfy the functional equation

tια(y)t−1 = ια(`α(t)y`α(t)−1)

for y ∈ N(Qp)(2) and t ∈ T (Qp). The data (N0, `α, ια) satisfies the assumptions introduced
in the 8 and in the section 9.

We consider the binary relation s1 ≤ s2 on T (Qp)++ generated by

s1 = s2s0 with s0 ∈ T (Qp)+, α(s0) ∈ Z∗p , or sn1 = sm2 with n,m ≥ 1.

Lemma 10.1. The relation s1 ≤ s2 on T (Qp)++ is right filtered.

Proof. Let ∆ = {α = α1, . . . , αn}. The image of T (Qp)++ by A = (valp(αi(.))αi∈∆ is
contained in (N−{0})n and s1 ≤ s2 depends only on the cosets s1T (Qp)0 and s1T (Qp)0,
where

T (Qp)0 = {t ∈ T (Qp), α(t) ∈ Z∗p for all α ∈ ∆} .

a) First we assume that, for any positive integer k, there exists s[k] ∈ T (Qp) such
A(s[k]) = (k, 1, . . . , 1). Then we have s[k] ≤ s[k+1], and s ≤ s[k(s)] for s ∈ T (Qp)++
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with k(s) = valp(α(s)). For any s1, s2 in T (Qp)++ we deduce that s1 ≤ s[k(s1)+k(s2)] and
s2 ≤ s[k(s1)+k(s2)]. Hence the relation ≤ on T (Qp)++ is right filtered.

b) When G is semi-simple and adjoint the dominant coweights ωα1
, . . . , ωαn for ∆ =

{α = α1, . . . , αn} form a basis of Y = Hom(Gm, T ), and A(T (Qp)++) = (N − {0})n.
Hence s[k] exists for any k ≥ 1.

c) When G is semi-simple we consider the isogeny π : G→ Gad from G onto the adjoint
groupGad ([13] 16.3.5). The image Tad of T is a maximal split Qp-torus inGad. The isogeny
gives an homomorphism T (Qp)→ Tad(Qp), inducing an injective map between the cosets

T (Qp)++/T (Qp)0 → Tad(Qp)++/Tad(Qp)0

respecting ≤, and such that for any tad ∈ Tad(Qp) there exists an integer n ≥ 1 such
that tnad ∈ π(T (Qp)). Given s1, s2 ∈ T (Qp)++ there exists sad ∈ Tad(Qp)++ such that
π(s1), π(s2) ≤ sad by b) and a). Let n ≥ 1 such that snad = π(s3) for s3 ∈ T (Qp). We have
sad ≤ snad hence π(s1), π(s2) ≤ π(s3). This is equivalent to s1, s2 ≤ s3.

d) When G is reductive let π : G→ G′ = G/Z0 be the natural Qp-homomorphism from
G to the quotient of G by its maximal split central torus Z0. The group G′ is semi-simple,
π(T ) = T ′ is a maximal split Qp-torus in G′, π|T gives an exact sequence

1→ Z0(Qp)→ T (Qp)→ T ′(Qp)→ 1 ,

inducing a bijective map between the cosets

T (Qp)++/T (Qp)0 → T ′(Qp)++/T
′(Qp)0

respecting ≤. By c), ≤ is right filtered on T ′(Qp)++. We deduce that ≤ is right filtered
on T (Qp)++.

By Theorem 8.20 and Theorem 9.24, we can associate functorially to an étale T+-
module D over OE,α different sheaves :

• For any s ∈ T++, a G(Qp)-equivariant sheaf Ys on G(Qp)/P (Qp) with sections on
C0 equal to M(D)bds

• The G(Qp)-equivariant sheaves Y∩ and Y∪ on G(Qp)/P (Qp) with sections on C0
equal to ∩s∈T++

M(D)bds and ∪s∈T++
M(D)bds .

In general M(D) is different from ∪s∈T++
M(D)bds , by the following proposition.

Proposition 10.2. Let M be an étale T+-module M over Λ`α(N0). When the root system
of G is irreducible of positive rank rk(G), we have:

(i) If rk(G) = 1, the G(Qp)-equivariant sheaf on G(Qp)/P (Qp) with sections M bd
s over

C0 does not depend on the choice of s ∈ T++, and M = M bd
s .

(ii) If rk(G) > 1, a G(Qp)-equivariant sheaf of o-modules Y on G(Qp)/P (Qp) such
that Y(C0) ⊂M and (uα(1)− 1) is bijective on Y(C0), is zero.

Proof. We prove (i). If rk(G) = 1, then OE = Λ`α(N0) and M = D is an étale T+-module
over OE . With the same proof as in Prop. 7.5, we have M bd

s = M for any s ∈ T++ and
the integrals Hg for g ∈ N0PN0 do not depend on the choice of s.

(ii) is equivalent to the property: an étale o[P+]-submodule M ′ of M which is also a
R = o[N0][(uα(1) − 1)−1]-submodule of M , and is endowed with endomorphisms Hg ∈
Endo(M), for all g ∈ N0P (F )N0, satisfying the relations H1, H2, H3 (Prop. 5.14), is 0.

a) Preliminaries. As rk(G) ≥ 2 and the root system is irreducible, there exists a
simple root β such that α + β is a root. The elements nα := uα(1) and nβ := uβ(1) do
not commute. By the commutation formulas, nαnβ = nβnαh for some h 6= 1 in the group
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H =
∏
γ Nγ(Zp) for all positive roots of the form γ = iα + jβ ∈ Φ+ with i, j > 0. Note

that H is normalized by Nα(Zp). Let s ∈ T++. We have the expansion (12)

(76) (nαh− 1)−k =
∑

u∈J(Nα(Zp)H/sNα(Zp)Hs−1)

uϕs(ψs(u
−1(nαh− 1)−k))

in R. We choose, as we can, a lift wβ of sβ in the normalizer of T (Qp) such that

- wβnβ ∈ nβP (Qp)
- wβ normalizes the group NΦ+−β(Zp) =

∏
γ Nγ(Zp) for all positive roots γ 6= β.

The subset N ′β(Zp) ⊂ Nβ(Zp) of uβ(b) such that wβuβ(b) ∈ uβ(Zp)P (Qp), contains nβ

but does not contain 1. The subset Uwβ ⊂ N0 of u such that wβu ∈ N0P (Qp) is equal to

Uwβ = N ′β(Zp)NΦ+−β(Zp) = NΦ+−β(Zp)N ′β(Zp) .

Hence Uwβ = uUwβ , i.e. w−1
β C0 ∩ C0 = uw−1

β C0 ∩ C0, for any u ∈ NΦ+−β(Zp).
b) Let M ′ be an R = o[N0][(nα − 1)−1]-module of M , which is also an étale o[P+]-

submodule, and is endowed with endomorphisms Hg ∈ Endo(M), for all g ∈ N0P (F )N0,
satisfying the relations H1, H2, H3 (Prop. 5.14), and let m ∈M ′ be an arbitrary element.
We want to prove that m = 0.

The idea of the proof is that, for s ∈ T++, we have m = 0 if Hwβ (nβϕs(m)) = 0 and
that Hwβ (nβϕs(m)) = 0 because it is infinitely divisible by nγ − 1, where γ = sβ(α). An
element in M with this property is 0 because nγ − 1 lies in the maximal ideal of Λ`α(N0).

Let a ∈ Zp. The product formula in Prop. 6.9ii implies

Hwβ ◦ Hnaα ◦ res(1w−1
β C0∩C0

) = Hwβnaα ◦ res(1w−1
β C0∩C0

) =

Hnaγwβ ◦ res(1w−1
β C0∩C0

) = Hnaγ ◦ Hwβ ◦ res(1w−1
β C0∩C0

)

since n−aα w−1
β C0 ∩ C0 = w−1

β C0 ∩ C0 = w−1
β n−aγ C0 ∩ C0. For all k ∈ N, the elements

mk :=(nα − 1)−knβϕs(m) = nβ(nαh− 1)−kϕs(m)(77)

lie in the image of the idempotent res(1w−1
β C0∩C0

) ∈ Endo(M), because

(78) mk =
∑

u∈J(Nα(Zp)H/sNα(Zp)Hs−1)

nβuϕs(ψs(u
−1(nαh− 1)−km))

by (76), (77). Therefore the product relations between Hwβ ,Hnaα and Hnaγ imply

Hwβ (nβϕs(m)) = Hwβ ((nα − 1)kmk) =

k∑
a=0

(−1)k−a
(
k

a

)
Hwβ ◦ Hnaα(mk)

=

k∑
a=0

(−1)k−a
(
k

a

)
Hwβ ◦ Hnaα ◦ res(1w−1

β C0∩C0
)(mk)

=

k∑
a=0

(−1)k−a
(
k

a

)
Hnaγ ◦ Hwβ ◦ res(1w−1

β C0∩C0
)(mk)

= (nγ − 1)kHwβ (mk) ,

Hence Hwβ (nβϕs(m)) = 0 since it is infinitely divisible by nγ−1 which lies in the maximal
ideal of Λ`α(N0). We also have

nβϕs(m) = H1 ◦ res(1w−1
β C0∩C0

)(nβϕs(m)) = Hwβ ◦ Hwβ (nβϕs(m)) = 0 .

As nβ ◦ ϕs ∈ Endo(M
′) is injective, we deduce m = 0.
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Corollary 10.3. There exists a G(Qp)-equivariant sheaf on G(Qp)/P (Qp) with sections
M on C0 if and only if rk(G) = 1.
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