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SECTION A

1. (a) Suppose (X, d) is a metric space. What does it mean for (X, d) to be compact?

(b) Show that the open unit interval (0, 1) with its usual metric is not compact.

2. Let S be the region

S = {(x, y) : −1 ≤ x ≤ 2,−∞ < y <∞} ⊂ R2.

and let T ⊂ R2 be the connected region bounded by the line L1 passing through
(0,−

√
2) and (

√
2, 0) and by the line L2 passing through (0, 2

√
2) and (−2

√
2, 0)

(a) Give an example of a harmonic function u : S → R that satisfies f(−1, y) = 5
and f(2, y) = 11 for all y ∈ R.

(b) Hence or otherwise give an example of a harmonic function defined on T which
takes the constant value 5 on L1 and the constant value 11 on L2.

3. (a) Suppose f : C→ C is a function and let a ∈ C. Define what it means for f to
be complex differentiable at a.

(b) State the Cauchy-Riemann equations.

(c) Let f be the function defined by

f(x+ iy) = x cosh(y) + i cos(x) sinh(y)

for x, y ∈ R.

Use the Cauchy-Riemann equations to determine where the function f is com-
plex differentiable, stating any results from the course that you use.

4. (a) Let f(z) be holomorphic in a domain D. State the Theorem of Cauchy-Taylor
around a point a ∈ D.

(b) Let P (z) be a polynomial of degree at most d and assume that∫
|z|=1

P (z)

(a z − 1)n+1
dz = 0,

for some a > 1, and all n = 0, 1, . . . , d. Show that P (z) = 0.

5. (a) State the Residue Theorem.

(b) Let α be a non-zero complex number with |α| < 1. Show that∫
|z|=1

1

|z − α|2
dz

z
=

2πi

1− |α|2
.

6. (a) State the local maximum modulus principle.

(b) Let f(z) :=
∣∣∣ez3∣∣∣. Explain why f(z) attains a maximum value in the closed disc

|z| ≤ 1, and find this value.
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SECTION B

7. (a) Let D = {z ∈ C : |z| < 1} be the open unit disc. Show that the sequence of
functions fn : D → C defined by

fn(z) = zn

converge pointwise but not uniformly.

(b) State the Weierstrass M-test.

(c) Show that
∞∑
n=0

n

3n + zn

converges locally uniformly but not uniformly in the region

D = {z ∈ C : |z| < 3}.

8. (a) At which points of C is the map f : z 7→ z2 conformal?

(b) Let
Sα = {reiθ : r > 0, α < θ < α + π/2}

for α ∈ R.

Determine f(Sα).

(c) Give the Möbius transformation M that maps the ordered triple of points
(−1, i, 1) to the ordered triple (0, 1,∞).

(d) Let R be the region

R = {z ∈ C : |z| < 1, Im(z) > 0}.

Determine M(R).

(e) Give a conformal map that maps R to the open unit disc

D = {z ∈ C : |z| < 1}.

.
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9. (a) Show that 2θ < π sin θ, for 0 < θ < π
2
.

(b) Define the curve γ1,r(t) := rei t, where 0 ≤ t ≤ π
4
. Using (a) above or otherwise

show that

lim
r→∞

∫
γ1,r

eiz
2

dz = 0.

(c) Define the curve γ2,r(t) := (r − t)eiπ/4, where 0 ≤ t ≤ r. Using the fact that∫∞
0
e−x

2
dx =

√
π
2

or otherwise show that

lim
r→∞

∫
γ2,r

eiz
2

dz =
1 + i√

2

√
π

2
.

(d) Using (b) and (c) above or otherwise, show that∫ ∞
0

cos(x2)dx =

∫ ∞
0

sin(x2)dx =
1

2

√
π

2
.

10. (a) Let N be a positive integer and set αN :=
(
N + 1

2

)
π. Let γN be the square with

vertices (−αN ,−αN), (αN ,−αN), (αN , αN) and (−αN , αN), oriented counter-
clockwise. Show that∫

γN

dz

z2 sin(z)
= 2πi

(
1

6
+

2

π2

N∑
n=1

(−1)n

n2

)
.

(b) Using the identity

| sin(z)|2 = sin2(x) + sinh2(y), z = x+ iy, x, y ∈ R,

or otherwise show that | sin(z)| ≥ | sin(x)| and | sin(z)| ≥ | sinh(y)|.
(c) Show that there exists a B ∈ R independent of N such that∣∣∣∣∫

γN

dz

z2 sin(z)

∣∣∣∣ ≤ B

2N + 1
.

(d) Show that
∞∑
n=1

(−1)n+1

n2
=
π2

12
.
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