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SECTION A

1. An n-step path (s0, s1, . . . , sn) of integers satisfies |sk+1− sk| = 1 for 0 ≤ k ≤ n− 1.
For x, y ∈ Z, let Nn(x, y) denote the number of n-step paths with s0 = x and sn = y.

(i) If a, b > 0, show that the number of n-step paths with s0 = a and sn = b that
visit 0 is Nn(−a, b).

(ii) If a, b > 0, show that the number of n-step paths such that s0 = 0, s1 > −a,
s2 > −a, . . . , sn−1 > −a, sn = b is Nn(0, b)−Nn(0, 2a+ b).

(iii) If a > b > 0, show that the number of n-step paths such that s0 = 0, s1 < a,
s2 < a, . . . , sn−1 < a, sn = b is Nn(0, b)−Nn(0, 2a− b).

2. Let S0, S1, . . . be simple random walk with parameter p ∈ (0, 1) started at S0 = 0.
Let u2n := P(S2n = 0) and set q := 1− p.

(a) In the Taylor expansion

(1 + x)−1/2 =
∞∑
n=0

(
−1/2

n

)
xn,

explain the definition of the extended binomial coefficient
(−1/2

n

)
.

(b) Show that u2n =
(
2n
n

)
pnqn =

(−1/2
n

)
(−4pq)n (prove both equalities).

(c) Hence obtain a formula for the generating function U(s) :=
∑

n≥0 u2ns
2n.

(d) Deduce a formula for F(s) :=
∑

k≥1 f2ks
2k, where f2k is the probability that

the walk returns to the origin for the first time at time 2k.

(e) Hence show that the probability that the walk ever returns to zero is 1−|p−q|.

3. (i) State Jensen’s inequality. Show that − log x is a convex function on (0,∞).
Deduce that n−1

∑n
i=1 xi ≥ (

∏n
i=1 xi)

1/n for any positive integer n and any
positive real numbers x1, . . . , xn.

(ii) Let X be a random variable with characteristic function ϕX . Show that ϕX
is real-valued if and only if X is symmetric (i.e., X and −X have the same
distribution).

(iii) Let ξ1, ξ2, . . . be i.i.d. random variables with mean zero and finite variance, and
let Sn =

∑n
k=1 ξk. Suppose that

0 < lim
n→∞

P
(
|n−1/2Sn| < a

)
= b < 1.

Find an expression for Var(ξ1) in terms of a, b, and Φ−1, the inverse of the
standard normal distribution function.
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4. For a fixed constant λ > 0, let X1 and X2 be independent Exp(λ) random variables,
and let X(1) and X(2) be the corresponding order statistics.

(a) Show that X(1) and X(2) −X(1) are independent and find their distributions.

(b) Compute E(X(2) | X(1) = x1) and E(X(1) | X(2) = x2).

5. Carefully define the stochastic order 4 for random variables. In the questions below,
justify your answer by proving the result or giving a counter-example:

(i) Let X ∼ N (µX , σ
2
X) and Y ∼ N (µY , σ

2
Y ) be Gaussian random variables.

(a) If µX ≤ µY but σ2
X = σ2

Y , is it true that X 4 Y ?

(b) If µX = µY but σ2
X ≤ σ2

Y , is it true that X 4 Y ?

(ii) Let X be a Binomial Bin(k, p) random variable and let Y be a Binomial
Bin(m, p) random variable, where k ≤ m. Is it true that X 4 Y ?

(iii) Let X be a geometric Geom(p) random variable with parameter p ∈ (0, 1), ie.,
P(X > k) = (1 − p)k for integer k ≥ 0. Let, further, Y be geometric with
parameter r, p ≤ r ≤ 1. Are variables X and Y stochastically ordered?

In your answer you should clearly state and carefully apply any result you use.

6. Let r balls be placed randomly into n boxes. Denote by N = Nr,n the number of
empty boxes, and let pk(r, n) = P(N = k) be the probability that exactly k boxes
are empty.

(a) Show that for each k ≥ 0,

pk(r, n) =

(
n

k

)(
1− k

n

)r
p0(r, n− k) .

(b) Suppose that for some constant λ > 0, we have ne−r/n → λ as n → ∞. Use
the equality in part (a) to show that

pk(r, n)→ λk

k!
e−λ

for all k ≥ 0, equivalently, that in the specified limit the distribution of N
converges to Poi(λ), the Poisson distribution with parameter λ.

In your answer you can use without proof the inequality |x+ log(1− x)| ≤ x2 with
real |x| ≤ 1/2.
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SECTION B

7. Consider a sequence of Bernoulli trials with success probability p ∈ (0, 1). Fix a
positive integer r and let E denote the event that a run of r successes is observed;
we do not allow overlapping runs, so that E is a recurrent event. Let un be the
probability that E occurs on the nth trial.

(a) By considering the event that trials n, n − 1, . . . , n − r all result in success,
show that

un + un−1p+ · · ·+ un−r+1p
r−1 = pr, for n ≥ r.

Also find u0, u1, . . . , ur−1.

(b) Multiply both sides of the equation in part (a) by sn and sum over n ≥ r
to obtain an expression involving the generating function U(s) :=

∑
n≥0 uns

n.
Hence find U(s) in terms of s, p, q := 1− p, and r.

(c) Deduce an expression for F(s) :=
∑

k≥1 fks
k, where fk is the probability of

observing E for the first time on the kth trial.

Use your expression for F(s) from part (c) to answer the following.

(d) Show that E occurs eventually with probability 1.

(e) Find µ :=
∑

k≥1 kfk in terms of p, q, and r.

8. (a) State the definition of convergence in probability (
p→).

Given a sequence of random variables X1, X2, . . . we say Xn is uniformly bounded if
there exists a constant M <∞ such that P(|Xn| ≤M) = 1 for all n.

(b) Show that if Xn is uniformly bounded and Yn
p→ 0, then XnYn

p→ 0.

(c) Show that if Xn
p→ X and Xn is uniformly bounded with bound M , then

P(|X| ≤M) = 1.

(d) Suppose that Xn
p→ X and Yn

p→ Y . If Xn and Yn are uniformly bounded,

show that XnYn
p→ XY .

Hint: Write XnYn −XY = Xn(Yn − Y ) + Y (Xn −X).

For the final two parts of the question, Xn and Yn are not assumed to be uniformly
bounded.

(e) Show that if Xn
p→ X for a finite random variable X then for any δ > 0 there

exists a constant M < ∞ such that P(|Xn| > M) ≤ δ for all n sufficiently
large.

(f) Suppose that Xn
p→ X and Yn

p→ Y . Show that XnYn
p→ XY .
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9. (a) Carefully define order statistics for a sample of independent identically dis-
tributed random variables.

Let variables X1, . . . , Xn be independent with common cumulative distribution
function (c.d.f.) F ( · ). Write FX(k)

(x) = P(X(k) ≤ x) for the c.d.f. of the kth order
variable.

(b) Show that FX(n)
(x) =

(
F (x)

)n
and FX(1)

(x) = 1−
(
1− F (x)

)n
.

(c) Show that for k = 1, . . . , n,

FX(k)
(x) =

n∑
`=k

(
n

`

)(
F (x)

)`(
1− F (x)

)n−`
.

(d) Show that for k = 1, . . . , n,

FX(k)
(x) =

n!

(k − 1)!(n− k)!

∫ F (x)

0

yk−1(1− y)n−k dy .

(e) Now suppose in addition that Xk ∼ U(0, 1), the uniform distribution on (0, 1).
Find the probability density function fX(k)

(x) of X(k) and compute the expec-
tation EX(k).

10. Consider bond percolation on the square lattice Z2, with every bond independently
open with probability p ∈ [0, 1].

(a) Carefully define the percolation probability θ(p) and show that it is a non-
decreasing function of p; hence define the critical value pc.

(b) Show that θ(p) = 0 for p > 0 small enough; hence deduce that pc ≥ p′ for some
p′ > 0.

(c) Show that θ(p) > 0 for 1− p > 0 small enough; hence deduce that pc ≤ p′′ for
some p′′ < 1.
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SECTION C

11. (a) Carefully state Cramér’s theorem on large deviations for sums of i.i.d. random
variables.

(b) Show that under the conditions of Cramér’s theorem the rate function I satisfies
the inequality I(a) ≥ 0 for all a ∈ R; for which value(s) of a does equality hold?

Let X1, X2, . . . be independent Poisson random variables with parameter λ > 0, and
let Sn = X1 + · · ·+Xn.

(c) Compute the moment generating function

ϕ(t) := E exp{tX1}

and the corresponding rate function I(a).

(d) Verify in this example that I ′′(EX1) = 1/VarX1.

(e) Find the limit

lim
n→∞

1

n
logP(Sn ≥ an)

for a > EX1. What happens when a ≤ EX1?

ED01/2017
University of Durham Copyright

END


