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SECTION A

Q1 Let (Xn)n≥0 be a (time-homogeneous) Markov chain with state space S = {1, 2, 3, 4, 5}
and transition matrix given by

P =


1 0 0 0 0

1/3 2/3 0 0 0
0 0 1/2 1/3 1/6
0 0 0 0 1
0 1/4 3/4 0 0

 .

1.1 Draw the directed graph associated with this Markov chain and find the com-
municating classes of this Markov chain.

1.2 Which of these communicating classes are closed? Are there any absorbing
states?

1.3 Compute P[Xn = 1 | X0 = 1] and P[Xn = 1 | X0 = 2] for all n ≥ 1.

1.4 Which states of this Markov chain are transient and which states are recurrent?

In your answer you should clearly state and carefully apply any result you use.

Q2 2.1 State the Borel–Cantelli lemmas taking care to define any notation you intro-
duce.

2.2 A fair coin is tossed repeatedly. Let N denote the total number of heads
observed. Assuming that the individual outcomes are independent, prove care-
fully that P(N =∞) = 1 in the following two ways:

(i) by using a suitable monotone approximation for the event {N =∞};
(ii) by using the Borel–Cantelli lemmas.

In your answer you should clearly state and carefully apply any result you use.
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SECTION B

Q3 Let X be a random variable and let (Xn)n≥0 be a sequence of random variables.

3.1 In the questions below, justify your answer by either proving the result or
giving a counterexample.

(i) Does limn→∞Xn = X in L1 imply that limn→∞Xn = X in probability?

(ii) Suppose that there exists M ≥ 0 such that P[|Xn| < M ] = 1 for all n ≥ 1
and that limn→∞Xn = 0 in probability. Does limn→∞Xn = 0 in L1?

3.2 Suppose that

lim
n→∞

E
[
|Xn|

1 + |Xn|

]
= 0.

Show carefully that limn→∞Xn = 0 in probability.

3.3 Suppose that limn→∞Xn = 0 almost surely. By using question 3.2, carefully
prove that limn→∞Xn = 0 in probability.

3.4 Distribute n different balls independently at random into n different boxes.
Let Nn be the number of empty boxes, that is, set for 1 ≤ k ≤ n

Ik =

{
1 if kth box is empty
0 otherwise

then Nn = I1 + · · ·+ In.

(i) For 1 ≤ i ≤ n, compute E[Ii] and E[Nn]. For 1 ≤ i, j ≤ n with i 6= j,
compute E[IiIj] and find Var[Nn].

(ii) Find limn→∞ E[Nn/n] and limn→∞Var[Nn/n]. Show that Nn/n converges
in probability and identify its limit.

In your answer you should clearly state and carefully apply any result you use.

ED01/2020
University of Durham Copyright

CONTINUED



4 of 5
Page number

MATH2647-WE01
Exam code

Q4 Suppose that X1, X2, . . . are independent random variables taking values 1 with
probability p and −1 with probability q = 1 − p. Let S0 = 0 and for n ≥ 1 write
Sn =

∑n
i=1Xi.

Let pn = P[Sn = 0] for n ≥ 0, fn = P[Sk 6= 0 for 1 ≤ k ≤ n − 1 and Sn = 0] for
n ≥ 2, and f1 = P[S1 = 0]. Define

P (s) =
∞∑

n=0

pns
n and F (s) =

∞∑
n=1

fns
n.

4.1 Show that Sn defines a Markov chain.

4.2 Justify the identity

pn =
n∑

k=1

fkpn−k, for n ≥ 1.

4.3 Show that P (s) = 1 + P (s)F (s).

4.4 Compute explicitly pn for n ≥ 0 and deduce that P (s) = (1− 4pqs2)−1/2.
Hint: you may use without proof the identity

∞∑
n=0

(
2n
n

)
sn = (1− 4s)−1/2.

4.5 Find a formula for F (s) and compute F (1).

4.6 When is the Markov chain Sn recurrent and when is it transient?

In your answer you should clearly state and carefully apply any result you use.

ED01/2020
University of Durham Copyright

CONTINUED



5 of 5
Page number

MATH2647-WE01
Exam code

Q5 5.1 A flea hops randomly on the vertices of a triangle, hopping to each of the other
vertices with equal probability. Find the probability that after n hops the flea
is back where it started.

5.2 Let (Xn)n≥0 be a Markov chain on {0, 1, 2, . . . } with transition probabilities
given by

P[Xn = 1 | Xn−1 = 0] = 1, P[Xn = k + 1 | Xn−1 = k] = pk,k+1,

P[Xn = k − 1 | Xn−1 = k] = pk,k−1, and 0 ≤ pk,k+1 ≤ 1

for all n, k ≥ 1. Furthermore, suppose that for all k ≥ 1,

pk,k+1 =

(
k + 1

k

)2

pk,k−1.

Let H = inf{n ≥ 0 : Xn = 0} and define hi = P[H <∞ | X0 = i].

(i) Write down a system of linear equations for (hk)k≥0 and verify that the
solution of this system of linear equations is given by h0 = 1 and for k ≥ 1

hk = 1− A
k∑

r=1

1

r2
,

where A is some constant.

(ii) Determine the constant A given above and find the probability that the
chain never hits state 0 given that it started in state 2.
Hint: you may use without proof the identity

∞∑
k=1

1

k2
=
π2

6
.

In your answer you should clearly state and carefully apply any result you use.
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