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Q1 1.1 Carefully define the Poisson process
(
N(t)

)
t≥0

with intensity λ > 0, and state
its main properties.

1.2 For fixed t > 0, write the formula for the distribution of N(t), i.e., for the
values of probabilities P

(
N(t) = k

)
with integer k ≥ 0. Prove your formula for

the case k = 0.

1.3 For fixed 0 < t1 < t2 and an integer n ≥ 0, find the conditional probability

P
(
N(t1) = k | N(t2) = n

)
, where k = 0, 1, . . . , n .

Identify this distribution.

1.4 For integer n > 0, let Tn be the time of the nth event in
(
N(t)

)
t≥0

. Find
the probability density function of Tn+1 given Tn = s, and deduce that the
conditional joint density of T1, T2 given Nt = 2 satisfies

fT1,T2|Nt(s1, s2 | 2) =

{
2
t2
, if 0 < s1 < s2 ≤ t ,

0 , otherwise .

1.5 LetX1 andX2 be independent with common uniform distribution, Xi ∼ U(0, t].
Define (Y1, Y2) as the order statistic for (X1, X2), namely, Y1 = min(X1, X2)
and Y2 = max(Y1, Y2). Find the probability density function fX1,X2(x1, x2) and
deduce that

fY1,Y2(y1, y2) =

{
2
t2
, if 0 < y1 < y2 ≤ t ,

0 , otherwise .

Deduce that (T1, T2 | Nt = 2) from question 1.4 and (Y1, Y2) have the same
distribution.

You should show all your working and justify your calculations with suitable expla-
nation.

Q2 LetX1, X2, . . . be independent identically distributed random variables with P(Xn =
1) = p = 1 − P(Xn = −1) for some p ∈ [1/2, 1). Set S0 = 0 and Sn =

∑n
i=1Xi.

For x ∈ Z define Tx := min{n ≥ 0 : Sn = x} and suppose a, b are integers with
a < 0 < b.

2.1 Show that Ta ∧ Tb := min(Ta, Tb) is a stopping time and prove that E(Ta ∧ Tb)
is finite.

2.2 Prove that (Sn)n≥0 is a martingale if and only if p = 1/2, and deduce that
P(Ta < Tb) = b/(b− a) when p = 1/2.

2.3 Now suppose p > 1/2 and let Yn = βSn for all n ≥ 0. Find the value of
β ∈ (0, 1) such that (Yn)n≥0 is a martingale with respect to (Sn)n≥0.

2.4 Hence calculate P(Ta < Tb) in terms of p > 1/2, a, and b.

You should show all your working and justify your calculations with suitable expla-
nation.

Q3 Let (Xn)n≥0, X0 = x, be a random walk on the complete graph Km on m > 2
vertices, such that at every step it jumps to any of the other m−1 vertices uniformly
at random. Use an appropriate coupling to show that for every vertex v ∈ Km we
have |P(Xn = v) − 1

m
| ≤ e−an for some a = am > 0. You should show all your

working and justify your calculations with suitable explanation.
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Q4 Let X(t), t ≥ 0, be a continuous-time Markov chain on the state space {1, 2, 3}
whose generator (Q-matrix) is

Q =

−6 4 2
0 −2 2
4 4 −8

 .

4.1 Write down the backward Kolmogorov equations for the transition probabilities
pij(t), i, j ∈ {1, 2, 3}.

4.2 Show that

P (t) = exp
{
tQ
}

=
∑
k≥0

tk

k!
Qk

is a unique solution to the equations you obtained in question 4.1.

4.3 Define the resolvent R(λ) for X(t) and find

p31(t) = P
(
X(t) = 1 | X(0) = 3

)
.

You should show all your working and justify your calculations with suitable expla-
nation.

Q5 5.1 Carefully define a Brownian motion, state its Markov and strong Markov prop-
erties.

5.2 State the stopping theorem for bounded martingales.

Let (Bt)t≥0 be a Brownian motion starting at the origin (B0 = 0).

5.3 Carefully show that for all 0 ≤ s < t we have

E
(
(Bt)

3 − 3tBt|Br, 0 ≤ r ≤ s
)

= (Bs)
3 − 3sBs ,

E
(
eθBt−tθ2/2|Br, 0 ≤ r ≤ s

)
= eθBs−sθ2/2 ,

where θ is a real number, i.e., that (Bt)
3 − 3tBt and eθBt−tθ2/2 are martingales

with respect to the natural filtration.

5.4 For a > 0, let τ = inf
{
t ≥ 0 : |Bt| ≥ a

}
be the exit time from the interval

(−a, a). Show that E(e−βτ ) = 2/
(
ea
√

2β + e−a
√

2β
)

for all β ≥ 0.

You should show all your working and justify your calculations with suitable expla-
nation.
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