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SECTION A

Q1 Suppose P is a stochastic matrix

P =



p11
1
3

0 0 1
3

0 1
3

1
3

1
3

0
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3
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3

0 0

0 p42 0 1 0

0 0 0 0 1

 .

(a) What must the values of p11 and p42 be?

(b) What are the associated communicating classes?

(c) Which of the associated communicating classes are recurrent?

(d) Describe the set of stationary distributions of P .
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Q2 Let (Xn)n≥0 be the Markov chain that takes steps like a knight moving uniformly
at random on the (unusually shaped) chess board in Figure 1, and suppose X0 = x,
where x is the labelled square in Figure 1. Let Tx = inf{n > 0 | Xn = x} be the
first return time to x. What is ExTx?

Hint: The moves a knight is possibly allowed to make are illustrated in Figure 2.
The knight cannot make a move that would leave the board.

x

Figure 1: Unusually shaped chess board for problem Q2.
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Figure 2: The possible moves of a knight starting at the square labelled o are indicated
by the arrows.
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at random on the (unusually shaped) chess board in Figure 1, and suppose X0 = x,
where x is the labelled square in Figure 1. Let Tx = inf{n > 0 | Xn = x} be the
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by the arrows.
Figure 2: For problem Q2: the possible moves of a knight starting at the square labelled
o are indicated by arrows.
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SECTION B

Q3 Consider a Markov chain (Xn)n≥0 on a finite state space I. Carefully prove or
disprove the following statements.

3.1 All states in the same communicating class have the same period.

3.2 Suppose (Xn)n≥0 is irreducible and periodic with period 2. Let P be the
transition matrix of (Xn)n≥0. Then −1 is an eigenvalue of P .
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Q4 4.1 Consider the set P of transition matrices for which the associated diagram is
Figure 3, i.e., transition matrices for which all non-diagonal entries indicated
by arrows in Figure 3 are positive, and non-diagonal entries are zero if there
is no arrow. Any diagonal entry is also permitted to be positive. Give an
example of a transition matrix P ∈ P such that the stationary distribution π
of a Markov chain with transition matrix P is[

πA πB πC πD πE

]
=
[

1
5

1
10

1
5

1
10

2
5

]
.

You must explicitly write P with each entry expressed as an explicit number.

4.2 Let (Xn)n≥0 be a Markov chain on I = Z = {. . . ,−2,−1, 0, 1, 2, . . .}, let 0 <
p̃ < 1

2
, and suppose the non-zero entries of the transition matrix P are:

• p0,0 = 1− 2p̃,

• if i ≥ 0, then pi,i+1 = p̃ and pi+1,i = 1− p̃,
• if i ≤ 0 then pi,i−1 = p̃ and pi−1,i = 1− p̃.

(a) Is this Markov chain transient or recurrent? You must justify your answer.

(b) What is the long-run fraction of time this Markov chain spends at the state
0?
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Figure 3: Figure for Problem Q4, part 4.1
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