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SECTION A

Q1 Suppose that two random variables X1 and X2 are independent and identically
distributed with pdf

f(xi) =

{
2xi, 0 < xi < 1;

0 otherwise.

Consider the transformations Y1 = X1

X2
and Y2 = X1X2.

1.1 Find the joint pdf of Y1 and Y2. Clearly define and sketch the region Y over
which this pdf is non-zero.

1.2 Find the marginal pdf of Y1.

Q2 Let Y1, . . . , Yn denote a random sample of size n from a population whose density
is given by

f(y; β) =

{
3β

3

y4
, β ≤ y ≤ ∞;

0, otherwise;

where β > 0 is unknown. Consider the estimator U = min(Y1, . . . , Yn) of β.

2.1 Show that the pdf of U can be expressed as

f(u) = 3n
β3n

u3n+1
,

for β ≤ u ≤ ∞ and 0 otherwise.

2.2 Find expressions for the bias and mean-square error of the estimator U .
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Q3 An independent, identically distributed sample, x = (x1, . . . , xn)T , is drawn from a
Borel distribution, which is a discrete probability distribution with probability mass
function given by

f(x|µ) = P[X = x | µ] =
1

x!
e−µx(µx)x−1,

where x ∈ {1, 2, 3, . . .} and µ ∈ [0, 1]. The mean and the variance of this distribution
are

E[X] =
1

1− µ
and Var[X] =

µ

(1− µ)3
,

respectively. Suppose that we wish to test the null hypothesis H0 : µ = µ0 against
the alternative hypothesis H1 : µ = µ1, where µ0 < µ1.

3.1 Derive the likelihood ratio for the data, and show that all likelihood ratio tests
of H0 against H1 are of the form

Reject H0 if T (x) ≥ c∗, for some constant c∗,

where T (x) =
∑n

i=1 xi.

3.2 Suppose that n = 100, µ0 = 0.5, µ1 = 0.75. By using the central limit theorem,
find, approximately,

(i) the sampling distribution for T as a function of µ.

(ii) the value of c∗ for which the significance level of the test is 0.01.

Q4 A study compared the performances of engine bearings made of two different types
of compounds. Five bearings of each type were tested. The following table gives
the times until failure (in units of millions of cycles):

Type A 13.04 6.95 12.95 12.51 13.20
Type B 12.75 7.67 12.78 7.79 9.37

The above data yield the following statistics: x̄ = 11.73,
∑5

i=1 x
2
i = 716.7867, under

Type A compound, and ȳ = 10.072,
∑5

i=1 y
2
i = 533.2008, under Type B compound.

4.1 Assuming that normal distributions with equal variances are appropriate mod-
els for the lifetimes of the two types of bearing, test the hypothesis that there
is no difference in mean lifetime between the two types, at a significance level
of 5%.

4.2 Without assuming normality, we can use the non-parametric Wilcoxon rank
sum method to test the hypothesis that the two types of bearing have the
same distribution. Perform this test at a significance level of 5%, using the
exact tables of the rank-sum statistic.

4.3 Explain briefly how you would decide which of the two methods used in parts
4.1 and 4.2, is most appropriate for these data.
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SECTION B

Q5 A randomised placebo-controlled trial for the treatment of a severe form of liver
disease is conducted. The patients enrolled on the trial are divided into two groups:
the placebo group, and the treatment group.

The survival times of the n = 90 patients in the placebo group are denoted by
xi, while the survival times of the m = 94 patients in the treatment group are yj.
The survival times (in days) of the participants are assumed to follow exponential
distributions with rates η and θη in the placebo and treatment groups, respectively,
where η, θ > 0. The pdf for an exponentially distributed random variable X with
rate parameter λ > 0 is given by

f(x;λ) = λe−λx,

for x > 0 and 0 otherwise.

5.1 Give a brief interpretation of the roles of the parameters η and θ in this problem,
and find their joint log-likelihood.

5.2 Calculate the MLEs of the parameters η and θ, and also calculate the observed
information matrix I(η̂, θ̂).

5.3 Show that the standard deviation of the MLE θ̂ can be approximated as

sd(θ̂) ≈ θ̂

√
n+m

nm
,

and hence derive a general formula for a 100(1−α)% Wald confidence interval
for θ.

5.4 It is proposed to consider a transformation of the parameter θ of the form
ψ = log(θ). Briefly explain why this may be helpful when comparing the
placebo and treatment groups. Derive a general expression for the 100(1−α)%
Wald confidence interval for ψ = log(θ).

5.5 In the study, it was found that
∑90

i=1 xi = 9344.667 and
∑94

j=1 yj = 11577.36.
Use your results from 5.3 and 5.4 to calculate 95% confidence intervals for θ for
these data. Comment on whether the results are consistent with the treatment
having a positive effect on the patient condition.
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Q6 The Maxwell-Boltzmann distribution is often used in physical applications to model
the speed of a particle moving in three dimensional space. The pdf of the Maxwell-
Boltzmann distribution is

f(y | θ) =

√
2

π
θ−

3
2y2 exp

{
−y

2

2θ

}
,

for y ≥ 0 and 0 elsewhere, and with parameter θ > 0. A random variable Y following

this distribution has E[Y ] =
√

8
π
θ and Var[Y ] = (3π−8)

π
θ.

A number of observations y = [y1, . . . , yn]T related to the burning velocity of dif-
ferent chemicals were recorded in a laboratory experiment. Assume that the obser-
vations can be treated as a conditionally i.i.d sample from a Maxwell-Boltzmann
distribution given an unknown parameter θ.

6.1 Find the Jeffreys prior for θ. Is this a proper prior? Justify your answer.

6.2 It is proposed that prior beliefs about the parameter θ can be represented by
an inverse-Gamma distribution with parameters α > 0 and β > 0 and pdf

f(θ | α, β) =
βα

Γ(α)

1

θα+1
exp

{
−β
θ

}
,

for θ > 0 and zero otherwise.

Explain briefly what it means for a prior to be conjugate with a particular
likelihood. Identify the posterior distribution of θ given y using the inverse-
Gamma prior above, and hence determine whether or not this is a conjugate
prior for the parameter θ.

6.3 Compare the two priors from 6.1 and 6.2, and comment on how the Jeffreys
prior can be viewed as noninformative for this problem.

6.4 Fifty-five observations of burning velocity were made during the experiment,
giving data summarised as below:

n = 55,
55∑
i=1

yi = 33.735,
55∑
i=1

y2
i = 29.549.

Using the prior from 6.2 with parameters α = β = 5, find the posterior
distribution for θ and thus find the optimal estimate d∗ which minimises the
posterior risk under the loss function

L(d, θ) = θ2(θ − d)2.
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Q7 Suppose that Yi, . . . , Yn, are i.i.d. random variables whose probability mass function
is given by

P[Y = y] =

{
θj, if y = j, j ∈ {1, 2, 3, 4};
0, otherwise,

where θj are unknown parameters such that
∑4

j=1 θj = 1 and θj ≥ 0. Consider
testing

H0 : θ1 = θ2 = θ3 = θ4

vs.

H1 : H0 is not true

7.1 What are the full and restricted parameter spaces, Ω and Ω0, respectively?
State their dimensions.

7.2 Suppose that in a sample of n observations, we count nj occurrences of Y = j,
for j = 1, 2, 3, 4. Find the MLE of θ = (θ1, θ2, θ3, θ4)T under the alternative
and under the null hypotheses presented above.

7.3 Find the generalised likelihood ratio test statistic for a level α test of the two
hypotheses.

7.4 Explain how we can generally use the generalised likelihood ratio test statistic
to test hypotheses. Derive the critical region for testing the two hypotheses
in this question at a significance level α. State the exact form of the test for
α = 0.05.
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Q8 8.1 Show that when we have a continuous parameter θ and a composite vs. com-
posite hypothesis test of the form H0 : θ ∈ Ω0 vs. H1 : θ ∈ Ω1, the Bayes
factor in favour of H0 against H1 is given by

B01 =

∫
θ∈Ω0

f(x | θ)f0(θ)dθ∫
θ∈Ω1

f(x | θ)f1(θ)dθ
,

where f(x | θ) is the likelihood function of θ and fj(θ) is the conditional prior
of θ under hypothesis Hj, for j ∈ {0, 1}.

8.2 Consider the setting where we have an exponential sampling distribution, with
rate parameter λ > 0 and pdf given by

f(x | λ) = λe−λx,

when x ∈ [0,∞) and 0 elsewhere. We are given a sample x = (x1, . . . , xn)T

of n observations which we assume to be conditionally i.i.d. given parameter
λ. We wish to test the simple hypothesis H0 : λ = 2 vs. the composite
alternative hypothesis H1 : λ 6= 2, considering equal prior probabilities for the
two hypotheses. Under the alternative hypothesis, we entertain the general
assumption of a gamma distribution for λ with prior mean equal to 2 and prior
variance also equal to 2. Without providing general proofs:

(i) define the overall prior of λ as a mixture representation of the conditional
prior distributions of λ under H0 and H1;

(ii) derive the Bayes factor in favour of H0 against H1.

8.3 Continuing within the context of 8.2, suppose that we now observe the follow-
ing sample of observations:

0.825 1.070 0.143

Draw conclusions based on the resulting posterior probability of H0 and the
Bayes factor in favour of H1 against H0.
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