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SECTION A

Q1 Let (Ω,F , P ) be a probability space.

(a) What are the defining properties of the σ-algebra F ?

(b) What is the probability generating function of a random variable

X : Ω→ {0, 1, 2, 3, . . .}?

Suppose X and Y are independent random variables, which both take values in
{0, 1, 2, 3, . . .}. Express the probability generating function of X + Y in terms
of the individual probability generating functions of X and Y .

(c) What is the cumulative distribution function F of a random variable X? State
the main properties of F (you need not prove them).

Q2 Let (Ω,F , P ) be a probability space. Carefully state the following results.

(a) The first Borel–Cantelli Lemma for a sequence of events An ∈ F , n ≥ 1.

(b) The Bounded Convergence Theorem for a sequence of random variables Xn,
n ≥ 1.

(c) The Weak Law of Large Numbers for a sequence of random variables Xn, n ≥ 1.

SECTION B

Q3 Let (Ω,F , P ) be a probability space. In the following questions, carefully justify
your answers using appropriate definitions and results from the lectures. You may
use any results from the lectures without proof, as long as they are stated clearly.

(a) What does it mean for a sequence of random variables Xn, n ≥ 1, to converge
in probability?

Now let Xn, n ≥ 1, be a sequence of random variables such that

P (Xn = 0) = 1− 1

n

for every n ≥ 1. Does this sequence converge in probability?

(b) What does it mean for the sequence of random variables Xn, n ≥ 1, to converge
almost surely?

Now let Xn, n ≥ 1, be a sequence of random variables such that

E[X2
n] ≤ 1

n2

for every n ≥ 1. Does this sequence converge almost surely?
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Q4 Let (Ω,F , P ) be a probability space. In the following questions, carefully justify
your answers using appropriate definitions and results from the lectures. You may
use any results from the lectures without proof, as long as they are stated clearly.

(a) Let X : Ω→ R be a random variable such that E[|X|] <∞. Let An for n ≥ 1
be a sequence of pairwise disjoint events, that is, An ∩ Am = ∅ if n 6= m. Let
A = ∪∞n=1An. Recall that for an event E, its indicator is the random variable
1E, defined such that

1E(ω) =

{
1 if ω ∈ E,
0 if ω /∈ E.

Show that, for every m ≥ 1,

m∑
n=1

E[X1An ] = E[X1∪m
n=1An ],

and then show that
∞∑

n=1

E[X1An ] = E[X1A].

(b) Let Xn : Ω→ R for n ≥ 1 be independent random variables.

(i) Suppose that there is some a ∈ R such that
∑∞

n=1 P (Xn > a) < ∞. Show
that

sup
n≥1

Xn <∞

almost surely.

(ii) Suppose that supn≥1Xn <∞ almost surely. Is it necessarily true that

∞∑
n=1

P (Xn > a) <∞

for some a ∈ R?
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