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SECTION A

Q1 (a) What are the three assumptions underlying the linear regression model Y =
Xβ + ε?

(b) In the linear model Y = Xβ+ ε, show that Ŷ
T
ε̂ = 0, where Ŷ = Xβ̂ are the

fitted values, and ε̂ = Y − Ŷ are the residuals. Explain why this result shows
that the fitted values and residuals are empirically uncorrelated when there is
an intercept term in the model. What are the implications of this result for
model diagnostics?

(c) Fitting the two models:
Y = β0 + β1x+ ε (1)

Y −1 = β0 + β1x+ ε (2)

leads to the following residual plots:
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Which of the two residual plots indicates the better model fit and why?
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Q2 (a) Write down the general expression for the transformed response y(λ) used in
the Box-Cox transformation of a positive response variable, and state any as-
sumptions the transformed response needs to satisfy.

(b) Write down the probability density function f(y
(λ)
i |xi). From this, find the

probability density function f(yi|xi). Then find the log likelihood L(β, σ2, λ)
based on independent observations y1, . . . , yn.

Hint: the probability density function of a normal distribution with mean µ and
variance σ2 is given by:

f(x) =
1√

2πσ2
exp

{
− 1

2σ2
(x− µ)2

}

(c) For a particular linear model, the graph of the profile log-likelihood for λ,
Lp(λ), is provided below.
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Read from this graph (approximately) the value of the estimate λ̂ as well as
a 95% confidence interval for λ. Does this suggest a need for a transforma-
tion to be applied to the response? Would a logarithmic transformation be
appropriate?
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SECTION B

Q3 An experiment was carried out to assess the effects of soy plant variety (levels: I, II
and III) and planting density (levels: 5, 10, 15, and 20 thousand plants per hectare)
on yield. Each of the 12 treatments was randomly applied to 3 plots. The data set
is given below:

density

variety 5(k/ha) 10(k/ha) 15(k/ha) 20(k/ha)

I 7.8, 9.1, 10.6 11.2, 12.7, 13.3 12.1, 12.5, 14.1 9.1, 10.7, 12.6
II 8.0, 8.7, 10.0 11.3, 12.9, 13.8 13.8, 14.3, 15.4 11.3, 12.7, 14.3
III 15.3, 16.0, 17.6 16.8, 18.3, 19.2 17.9, 21.0, 20.7 17.2, 18.3, 19.1

We fit a sequence of linear models and observe the residual sum of squares, RSS:

Variables included RSS
1 461.896
1+ variety 134.123
1+ variety + density 47.215
1+ variety + density + variety:density 39.147

Here, a 1 symbolizes the intercept term and variety:density symbolizes the inter-
action of variety and density. We denote the degrees of freedom contributed by
the sources variety, density, the interaction, and the residuals of the full interac-
tion model, by df1, df2, df3, and dfres, respectively.

(a) In the context of this data set, explain the terms treatment and replicates, and
make clear what it means to speak of complete and balanced factorial design.

(b) How many parameters would we have in a full unconstrained interaction model
for this data set? How many parameters do we have for the constrained model?
Describe an appropriate constraint which is commonly used.

(c) Construct a sequential Analysis of Variance table. For all three sources of vari-
ation, give the F -values and test the null hypothesis that the source does
not contribute to the variation in the response at the 5% level of signifi-
cance. Hint: You can use F0.05(df1, dfres) = 3.40, F0.05(df2, dfres) = 3.01, and
F0.05(df3, dfres) = 2.51.

(d) Without performing calculations, state how the ANOVA table derived in the
previous question changes if the order of inclusion of variety and density is
interchanged. What is the RSS of a model containing only the intercept and
density? Explain your answers.
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Q4 In an attempt to understand what affects the rate of crime, measurements on the
following variables were recorded for 30 U.S. states.

y violent crime rate
x1 poverty rate
x2 percentage of those living in urban areas
x3 percentage of single-parent families

A linear model was fitted, the summary of which and some supplementary informa-
tion are displayed in the R output shown below.

(a) In the summary table, provide the missing values of A, B, and C, and a lower
bound for D.

(b) Which of the four regression parameters are significantly different from zero at
the 5% level of significance?

(c) Without carrying out calculations, specify which of the 95% confidence inter-
vals for the four parameters contains zero and which not. Then, calculate the
confidence interval for the parameter associated with the x1 variable explicitly.

(d) We are interested in predicting the violent crime rate for a state, with poverty
rate of 12, percentage of those living in urban areas of 70% and percentage
of single-parent families of 25%. Based on the full model above, find (i) the
predicted value ŷ, (ii) a confidence interval for the expected violent crime rate,
(iii) and a prediction interval for the individual violent crime rate.

Call:
lm(formula = y ~ x1 + x2 + x3, data = crime)

Residuals:
Min 1Q Median 3Q Max

-391.74 -75.44 -2.73 119.85 244.62

Coefficients:
Estimate Std. Error t value Pr(>|t|)

(Intercept) A 177.461 -4.742 6.64e-05 ***
x1 17.899 11.598 1.543 D
x2 5.357 B 3.187 0.003725 **
x3 30.883 7.229 C 0.000229 ***
---
Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1

Residual standard error: 148.9 on 26 degrees of freedom
Multiple R-squared: 0.7269,Adjusted R-squared: 0.6953
F-statistic: 23.06 on 3 and 26 DF, p-value: 1.703e-07

> round(summary(crime.lm)$cov.unscaled,5)
(Intercept) x1 x2 x3

(Intercept) 1.42117 -0.04759 -0.00842 -0.00868
x1 -0.04759 0.00607 0.00047 -0.00245
x2 -0.00842 0.00047 0.00013 -0.00027
x3 -0.00868 -0.00245 -0.00027 0.00236
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