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SECTION A

Q1 (a) Consider the semi-variogram

γ (h) =


0 if h = 0

α + β
(

3|h|
2
− |h|

3

2

)
if |h| ∈ (0, 1)

α + β if |h| ≥ 1

for α > 0 and β > 0. What are the sill, range, nugget, and partial sill for this
covariance model? Justify your answers.

(b) Let {Z(s) : s ∈ S} with S = (−π, π) be a Gaussian process with mean func-
tion µ (s) = m where m ∈ R is a constant and covariance function c (s, t) =
1
2

(|s|+ |t| − |t− s|) for s, t ∈ S. Report whether or not the stochastic process
Z(·) is weakly stationary, intrinsically stationary, continuous, and everywhere
differentiable. Justify your answer.

(c) Let B be a n×n symmetric matrix with zero-valued diagonal elements (namely
[B]s,s = 0 for s = 1, ..., n) and such that (I −B) is positive definite, where I
denotes the identity matrix. Consider the conditional autoregression Gaussian
model on a finite family S = {1, ..., n}, n > 1, of sites defined by Gaussian
local characteristics, with

E
(
Zt|ZS\t

)
= µ+

∑
s 6=t

[B]s,t (Zs − µ)

and Var
(
Zt|ZS\t

)
= 1 for t ∈ S for some unknown parameter µ ∈ R. Show

that the joint distribution of Z = (Z1, ..., Zn)> is Gaussian with mean µ1
and covariance matrix (I −B)−1. We denote the column vector of ones as
1 = (1, ..., 1)>.

Q2 Consider the model

Xt =
5

6
Xt−1 −

1

6
Xt−2 + εt −

1

2
εt−1 −

1

4
εt−2 +

1

8
εt−3, εt ∼ N(0, σ2), t ∈ Z,

of mixed auto-regressive moving average form of order ARMA(2, 3).

(a) Show that this model contains a parameter-redundancy allowing simplification
to a model of reduced order, and that this simplified model can be written in
the form

Xt =
1

3
Xt−1 + εt −

1

4
εt−2.

Identify the order of this reduced model.

(b) Check that the simplified model is stationary, and then compute the stationary
variance of the process (in terms of σ > 0).

(c) Compute the spectral density function, S(ν), of this process as a function of
ν ∈ [0, 1

2
] and σ. Your final expression should not involve the imaginary unit, i.
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SECTION B

Q3 Consider a set of random fields
{(
Z

(u)
j (s) : s ∈ S

)
; j = 1, ..., k;u = 1, ..., k

}
with

Z
(u)
j (s) =

k∑
p=1

a
(u)
j,pw

(u)
p (s) ,

where
{
w

(u)
p (s)

}
are intrinsic random fields and

{
a

(u)
j,p

}
are known constants. Let

γ̃
(u)
i,j (h) be the cross-variogram function of Z

(u)
i (s) and Z

(u)
j (s) for u = 1, ..., k.

(a) Write the definition of the cross-variogram function γ̃
(u)
i,j (h) of Z

(u)
i (s) and

Z
(u)
j (s) for u = 1, ..., k

(b) Assume that

E
(
w(u)

p (s)
)

= 0

Cov
(
w(u)

p (s) , w(v)
q (s+ h)

)
=

{
γ

(u)
p,q (h) , u = v

0 u 6= v

for u = 1, ..., k, p = 1, ..., k and q = 1, ..., k. Show that

γ̃
(u)
i,j (h) =

k∑
p=1

a
(u)
i,p

k∑
q=1

a
(u)
j,q γ

(u)
p,q (h)

(c) Assume that

E
(
w(u)

p (s)
)

= 0

Cov
(
w(u)

p (s) , w(v)
q (s+ h)

)
=

{
γ(u) (h) , u = v and p = q

0 u 6= v or p 6= q

for u = 1, ..., k. For u = 1, ..., k, compute the cross-variogram matrix Γ̃(u) (h)
of vector (

Z
(u)
1 (s) , ..., Z

(u)
k (s)

)>
in the form

Γ̃(u) (h) = B(u)γ(u) (h)

and express quantities B(u) as functions of matrix A(u) with
[
A(u)

]
i,p

= a
(u)
i,p .

(d) Consider the assumptions in the previous part. Let {(Zj (s) : s ∈ S) ; j = 1, ..., k}
be a set of random fields on s ∈ S. Let

Zj (s) = µj (s) +
m∑

u=0

Z
(u)
j (s)

Show that the cross-variogram matrix of (Z (s) ; s ∈ S)
where Z (s) = (Z1 (s) , ..., Zk (s))> is

Γ (h) =
m∑

u=0

B(u)γ(u) (h)
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Q4 Consider the constant (time-invariant) dynamic linear model

Yt = FXt + νννt, νννt ∼ N(0,V),

Xt = GXt−1 +ωωωt, ωωωt ∼ N(0,W),

for m-dimensional observation vectors, Yt, p-dimensional hidden states Xt, and fully
specified matrices F,G,V,W (of appropriate dimensions). The model is considered
for t = 1, 2, . . ., and initialised with X0 ∼ N(m0,C0). Given n observations y1:n =
(y1, . . . ,yn), sequential computation of the filtered distributions

(Xt|Y1:t = y1:t) ∼ N(mt,Ct), t = 1, . . . , n,

has been carried out using the Kalman filter. Interest now focuses on computing
the smoothing distributions

(Xt|Y1:n = y1:n) ∼ N(st, St), t = n, . . . , 1.

We begin by noting that sn = mn and Sn = Cn.

(a) (i) Consider the problem at time t < n, where we have already computed
st+1, St+1. Write down the form of the joint distribution of(

Xt

Xt+1

∣∣∣∣y1:t

)
(ii) Use multivariate normal conditioning to show that

(Xt|Xt+1,y1:t) ∼ N
(
mt + Lt[Xt+1 − m̃t+1], Ct − LtC̃t+1L

T
t

)
,

where m̃t+1 = Gmt, C̃t+1 = GCtG
T + W, and Lt = CtG

TC̃−1
t+1.

(iii) Explain why this is also the distribution of (Xt|Xt+1,y1:n), and then
marginalise out Xt+1 to obtain expressions for st and St.

(b) Explain how you would modify the above backward smoothing procedure to
instead generate an exact sample from the conditional distribution (X1:n|y1:n).

(c) (i) Suppose that we wish to model a monthly (period 12) univariate time
series using a dynamic linear model consisting of a locally constant trend
and a Fourier-based seasonal effect using two harmonics. How would you
structure this model? Give explicit forms for F and G, and suggest an
appropriate structural form for W (though this may contain unspecified
parameters).

(ii) Discuss briefly one approach that could be used to estimate any unspecified
parameters in the model. Detailed formulas are not required.
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