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Introduction - What is Functional Analysis?

Simply put, functional analysis is the study of infinite dimensional vector
spaces.
Many times in mathematics, we are looking for structures and/or symmetries
that will help us approach and understand a certain given problem. This is ex-
tremely prevalent when considering problems that have connection to physics,
biology, chemistry, optimisation and many other topics. One extremely useful
such structure is a linear structure, i.e. the structure of vector spaces and linear
transformation, which you were introduced to in Linear Algebra I. Here are but
a few examples where you have seen this structure:

• Solving a (finite) system of linear equations.
• Solving a (finite) system of linear ODEs. The set of all solutions to ODEs

of the form

y (n)(x)+pn−1(x)y (n−1)(x)+ . . . p1(x)y(x) = 0

forms a vector space. Moreover, one can show that it is an n−dimensional
vector space - implying that one can find n functions, y1(x), . . . , yn(x)
such that any solution to the above ODE will be of the form

y(x) =α1 y1(x)+·· ·+αn yn(x)

for some scalars α1, . . . ,αn .
• Function optimisation. As you have seen in Calculus I, classification of

extreme points rely heavily on our understanding of the Hessian ma-
trix.

There is one common thread in all the above examples, however, and that is
that the linear structure you’ve seen so far is finite dimensional. This is rarely the
case when considering a complicated (and not approximated) real life problem.
Let us consider an example:

Example. Let P[x] be the set of all real polynomials. As you’ve seen in Linear
Algebra I, P[x] is a vector space. It is, however, not finite dimensional. Indeed,
if it were finite dimensional we would have been able to find some n ∈N and n
polynomials, p1(x), . . . , pn(x) such that any polynomial in P[x] could have been
written as

p(x) =α1p1(x)+·· ·+αn pn(x)

for some scalars α1, . . . ,αn . This, however, implies that the degree of all poly-
nomials can’t be more than maxi=1,...,n deg

(
pi

)
which is a contradiction. Thus,

P[x] can’t be a finite dimensional vector space.
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INTRODUCTION - WHAT IS FUNCTIONAL ANALYSIS? 4

While P[x] is not finite dimensional, it doesn’t seem so far fetched for us to
conjecture that it is “infinite dimensional”. After all, the set of polynomials

1, x, x2, . . . , xn , . . .

is linearly independent and every polynomial in P[x] can be written as a finite
linear combination of these polynomials.
We do need to be a bit careful. What does it mean for a set of infinitely many vec-
tors to be independent? What does it mean to span the vector space in that case?
Do we always mean that we can only use finitely many of our “basis vector”? If
{e1,e2, . . . ,en , . . . } spans the vector space V can we write

x = ∑
n∈N

αnen?

In what sense is the above sum defined?.
It is exactly here where we need to bring notions from Analysis into the mix as the
above infinite sum can be thought of as the limit of the partial sums sequence,
SN =∑N

n=1αnen .

Combining the linear structure of a vector space with a notion of limits and
closeness is where the study of infinite dimensional spaces, the study of Func-
tional Analysis, begins.



List of Notations

In our notes we shall use the following notations:

R - The field of real numbers.

R+ - The set of non-negative real numbers, R+ = {x ∈R |x ≥ 0 }.

C - The field of complex numbers.

Q - The set of rational numbers.

Z - The set of integers.

N - The set of natural numbers (i.e. positive integers).

N∗ - The set of natural numbers and {0},N∗ =N∪ {0}.

Rn - The set of n−tuples, where n ∈N is given, (x1, . . . , xn) with {xi }i=1,...,n ⊂R.

Cn - The set of n−tuples, where n ∈N is given, (z1, . . . , zn) with {zi }i=1,...,n ⊂C.

d(x, y) - The value of the metric d on x and y .

‖x‖ - The norm of the x.

|z| - The absolute value of the (real or complex) number z.

z - The complex conjugate of the number z.〈
x, y

〉
- The inner product (real or complex) of x and y .

On occasion we will call a function T between two sets a map, or an operator
(the latter are mostly used in the context of normed and inner product spaces,
while the former is used more frequently in the context of metric and general
topological spaces).
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D (T ) - The domain of the function/map/operator T . i.e. the set on which T
is defined.

R (T ) - The range (sometimes known as image) of the
function/map/operator T , i.e. the set of possible values of T :

R (T ) = {
y | T (x) = y for some x ∈D (T )

}
We will use the notation U ⊂ X to indicate that U is a subset (that may equal to)
of X .



CHAPTER 1

Banach and Hilbert Spaces

In this chapter we will define the basic structures of Functional Analysis,
Banach and Hilbert spaces, and explore their properties.

1.1. Basic notions of distances

We start by reminding ourselves three notions of distances

Definition 1.1.1. Let X be a non-empty set. A function d : X ×X →R+ is called a
metric if it satisfies the following conditions:

m 1 d(x, y) = 0 if and only if x = y (Positivity).
m 2 d(x, y) = d(y, x) for all x, y ∈ X (Symmetry).
m 3 d(x, y) ≤ d(x, z)+d(z, y) for all x, y, z ∈ X (Triangle inequality).

The couple (X ,d) is called a metric space.

In certain cases, the metric, i.e. the distance, is induced from a length - a
norm.

Definition 1.1.2. LetX be a vector space over F, be itR orC. A function ‖·‖ :X→
R+ is called a norm if it satisfies the following conditions:

n 1 ‖x‖ ≥ 0 for all x ∈X and ‖x‖ = 0 if and only if x = 0 (Positivity).
n 2 ‖αx‖ = |α|‖x‖ for all α ∈ F and all x ∈X (Homogeneouity).
n 3

∥∥x + y
∥∥≤ ‖x‖+∥∥y

∥∥ for all x, y ∈X (Triangle inequality).

The couple (X,‖·‖) is called a normed space.

As expected, a norm induces a metric:

Theorem 1.1.3. Let (X,‖·‖) be a normed space. Define the function d : X×X→
R+ by

d(x, y) = ∥∥x − y
∥∥ .

Then d is a metric on X. We call it the metric induced by the norm ‖·‖.
Unless stated otherwise, the metric structure in a normed space will always be the
one induced from the norm.

An immediate question we might ask ourselves is: When is a given metric
induced by a norm? The answer to this question is provided in the following
theorem:

Theorem 1.1.4. Let (X,d) be a metric space where X is a vector space over R or C.
Then the metric d is induced by a norm if and only if

7
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(i) d(x, y) = d
(
x + z, y + z

)
for any x, y, z ∈X.

(ii) d
(
αx,αy

)= |α|d(x, y) for any x, y ∈X and scalar α.

In that case the norm which induces the metric is given by

‖x‖ = d(x,0).

Thinking of Rn as a canonical example to many of the notions that pertain
to distances, we recall that the length of a vector (its norm) is defined by using
the geometric notion of the dot product. This could also be generalised:

Definition 1.1.5. Let X be a vector space over R or C. A function 〈·, ·〉 : X×X→
R or C (respectively) is called an inner product if it satisfies the following condi-
tions:

p 1 〈x, x〉 ≥ 0 for all x ∈X and 〈x, x〉 = 0 if and only if x = 0 (Positivity).
p 2

〈
x + y, z

〉= 〈x, z〉+〈
y, z

〉
for any x, y, z ∈X (Addition of the first compo-

nent).
p 3

〈
αx, y

〉 = α
〈

x, y
〉

for any x, y ∈X and any scalar α (Scalar multiplica-
tion of the first component).

p 4
〈

x, y
〉= 〈

y, x
〉

(Symmetry/Hermitian property).

The couple (X,〈·, ·〉) is called an inner product space and sometimes a pre-Hilbert
space.

Again, as expected, we find that an inner product induces a norm:

Theorem 1.1.6. Let (X,〈·, ·〉) be an inner product space. Define the function ‖·‖ :
X→R+ by

‖x‖ =
√
〈x, x〉.

Then ‖·‖ is a norm on X. We call it the norm induced by the inner product 〈·, ·〉.
Similarly to before, we can ask ourselves the following: When is a given norm

induced by an inner product? The answer to this question is provided in the
following theorem:

Theorem 1.1.7. Let (X,‖·‖) be a normed space over R or C. Then the norm ‖·‖ is
induced by an inner product if and only if

(1.1)
∥∥x + y

∥∥2 +∥∥x − y
∥∥2 = 2‖x‖2 +2

∥∥y
∥∥2 .

In that case the inner product which induces the norm is given by

(1.2)
〈

x, y
〉= ∥∥x + y

∥∥2 −∥∥x − y
∥∥2

4

when X is a vector field over R and

(1.3)
〈

x, y
〉= ∥∥x + y

∥∥2 −∥∥x − y
∥∥2

4
+ i

(∥∥x + i y
∥∥2 −∥∥x − i y

∥∥2

4

)
when X is a vector field over C. Equation (1.1) is known as the parallelogram
identity while equations (1.2) and (1.3) are known as the polarisation identities.
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There will be many cases in our modules that we would like to look at a sub-
set/subspace of a certain space of linear space. In that, unless stated otherwise,
we will always considered the induced metric/norm/inner product obtained by re-
striction the metric/norm/inner product of the entire space to the subset/subspace.

1.2. Metric spaces prerequisites

In this short section we remind ourselves a few important notions and the-
orems from the theory of metric spaces.

Definition 1.2.1. Let (X ,d) be a metric space and let {xn}n∈N be a given sequence
in X . We say that {xn}n∈N is a Cauchy sequence (or Cauchy in short) if for every
ε> 0 there exists n0 ∈N such that for any n,m ≥ n0 we have that

d (xn , xm) < ε.

Being a Cauchy sequence means that the elements of the entire sequence
are as close as we want to each other, as long as we let the index be large enough.
This is reminiscent of the notion of a convergence of a sequence, just without
knowing what the limit is. It won’t surprise us to find out that:

Lemma 1.2.2. Let (X ,d) be a metric space. Then any converging sequence is Cauchy.

The converse, however, depends on the metric space we’re dealing with and
motivates the following definition:

Definition 1.2.3. We say that a metric space (X ,d) is complete if every Cauchy
sequence in X converges (to an element of X ).

REMARK 1.2.4 (The importance of completeness and the Cauchy criteria).
Completeness and Cauchy sequences are not arbitrary concepts but quite a prac-
tical one. A prime example to their use, which we will be able to generalise in a
sense, is the study of series.
We remind ourselves that we say that

∑
n∈N an converges (i.e. makes sense) if the

partial sum sequence, {SN }N∈N, defined by

SN =
N∑

n=1
an

converges. A common problem when studying partial sums is that more often
than not we can’t compute them explicitly. Take, for example, the series

∑
n∈N 1

n2 .
Since R and C are complete, however, we don’t need to find a limit to show that
the partial sum sequence converges - we only need to show that it is Cauchy to
conclude that it must convergence. This indeed holds for our example as we can
show that

|SN −SM | ≤ 1

min(M , N )
which is less than ε as long as N , M > 1

ε .

Example 1.2.5 (Completeness of Euclidean spaces). The inner product spaces Rn

and Cn , are complete with respect to the standard distance (induced by the dot
product).
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Example 1.2.6 (Q is not complete). The set Q with the induced metric from R is
not a complete space.

In general, when trying to show that a given metric space is complete we
have three hurdles to overcome:

• We need to find/guess the limit, x, for an arbitrary Cauchy sequence,
{xn}n∈N.

• We need to show that x ∈ X .
• We need to show that d (xn , x) −→

n→∞ 0.

It is important to note that while Cauchy sequences don’t necessarily con-
verge, they do share some properties with converging sequences. In particular
we have that

Theorem 1.2.7. Let (X ,d) be a metric space and let {xn}n∈N ⊂ X be Cauchy. Then
{xn}n∈N is bounded1.

The proof of this theorem is almost identical to the proof of the same result
for converging sequences.

REMARK 1.2.8. In our module we will almost exclusively consider sequences
in a normed space (X,‖·‖). In that cases, boundedness is equivalent to having
some M > 0 such that

sup
n∈N

‖xn‖ ≤ M .

In many cases in our module we would consider subsets and subspaces of
a given metric/normed/inner product spaces. The question of whether these
subsets/subspaces are complete is answered by the following theorem:

Theorem 1.2.9. Let (X ,d) be a complete metric space and let M be a subset of X .
Then (M ,d) is complete if and only if M is closed.

To prove the above we will rely on the following known theorem:

Theorem 1.2.10. Let (X ,d) be a metric space and let U ⊂ X be a given set. Then

(i) x ∈ U if and only if there exists a sequence of points {xn}n∈N ⊂ U that con-
verges to x.

(ii) U is closed if and only if every converging sequence of points from U con-
verges to a point in U .

PROOF OF THEOREM 1.2.9. We start by assuming that M is closed and con-
sider a Cauchy sequence {xn}n∈N in M . Since M ⊂ X and the metric on M and X
are identical we find that {xn}n∈N is Cauchy in X . Using the fact that X is com-
plete we conclude that {xn}n∈N converges to an element in X which we will de-
note by x. According to Theorem 1.2.10 M contains all of the limits of sequences
of elements from M since M is closed. Thus, x ∈ M and (since, again, the met-
rics on X and M are identical) {xn}n∈N converges to x ∈ M . This shows that M is

1boundedness in a metric space means that for some x0 ∈ X we have that supn∈Nd (xn , x0) <
∞.
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complete.
Conversely, assume that M is complete. We will use Theorem 1.2.10 to show that
M is closed by showing that every converging sequence of elements from M has
its limit in M . Indeed, if {xn}n∈N ⊂ M converges (in X ) to an element x, then
according to Lemma 1.2.2 we know that it is Cauchy. Since M is complete and
{xn}n∈N ⊂ M we find that it must converge to an element y ∈ M . This implies
that that {xn}n∈N converges to y in X and due to the uniqueness of the limit in
metric spaces we have that x = y . Thus x ∈ M which shows the desired result.
The proof is now complete. �

We end this section by reminding ourselves the notions of density and sepa-
rability. These notions were introduced in Analysis III for normed spaces, which
is how we will use them in our module, but they can easily be defined on metric
spaces.

Definition 1.2.11. A set A in a metric space (X ,d) is called dense if A = X .

Definition 1.2.12. A metric space (X ,d) is called separable if there exists a dense
countable set in X .

How do we check if a set is dense or that a metric space is separable? We
have the next lemmas to help us

Lemma 1.2.13. Let (X ,d) be a metric space and let A be a set in X . Then A is dense
if and only if for every x ∈ X there exists a sequence of elements from A, {xn}n∈N,
that converges to x.

The proof of the above follows from the sequential criteria for the closedness
of sets in metric spaces, Theorem 1.2.10. We leave the proof as an exercise.

Similarly we have that

Lemma 1.2.14. Let (X ,d) be a metric space. Then X is separable if and only if
there exists a sequence {xn}n∈N such that every x ∈ X is a limit of a subsequence of
{xn}n∈N that converges to x.

1.3. Banach and Hilbert spaces

We start our study of Banach and Hilbert spaces by recalling the basic defi-
nitions and properties of Banach and Hilbert spaces. Many concepts and results
are defined and hold equivalently for the field R or C. In these cases we will use
the letter F to express either fields.

Definition 1.3.1. Let (X,‖·‖) be a normed space. We say thatX is a Banach space
if it is complete under the metric induced by ‖·‖.

Definition 1.3.2. Let (H,〈·, ·〉) be an inner product space. We say that H is a
Hilbert space if it is complete under the metric induced by 〈·, ·〉.

Throughout this module we will usually (but not always) use X to denote a
Banach space and H to denote a Hilbert space.
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REMARK 1.3.3. Any Hilbert space is also a Banach space when one considers
the norm induced by the given inner product 〈·, ·〉. The converse isn’t always
true, and Theorem 1.1.6 gives us a necessary and sufficient condition for it to be
true.

Example 1.3.4 (Euclidean spaces with p−th norm). Let 1 ≤ p ≤∞ be given and
define a function ‖·‖p : Fn →R+ by

‖a‖p =
(

n∑
i=1

|ai |p
) 1

p

when 1 ≤ p <∞, and

‖a‖∞ = max
i=1,...,n

|ai |

when p =∞, where a = (a1, . . . , an). Then ‖·‖p is a norm on Fn for any 1 ≤ p ≤∞.
Moreover,

(
Fn ,‖·‖p

)
is a Banach space.

When p = 2 the norm is induced by the (standard) inner product

〈a,b〉2 =
n∑

i=1
ai bi .

REMARK 1.3.5. To show that ‖·‖p is indeed a norm one uses the finite Hölder
inequality

n∑
i=1

|ai bi | ≤
(

n∑
i=1

|ai |p
) 1

p
(

n∑
i=1

|bi |q
) 1

q

.

where p and q are Hölder conjugate to prove the finite Minkoski’s inequality(
n∑

i=1
|ai +bi |p

) 1
p

≤
(

n∑
i=1

|ai |p
) 1

p

+
(

n∑
i=1

|bi |p
) 1

p

for 1 ≤ p <∞. This shows the triangle inequality. The case p =∞ is immediate.

Example 1.3.6 (Lp spaces). For any Lebesgue measurable set E and any p ∈ [1,∞]
the space Lp (E) is a Banach space with respect to the norm

∥∥ f
∥∥

p =
(∫

E

∣∣ f (x)
∣∣p d x

) 1
p

when 1 ≤ p <∞ and ∥∥ f
∥∥∞ = esssup

x∈E

∣∣ f (x)
∣∣

when p =∞. When p = 2 the norm is induced by the inner product〈
f , g

〉
2 =

∫
E

f (x)g (x)d x,

making L2 (E) into a Hilbert space.



1.3. BANACH AND HILBERT SPACES 13

Example 1.3.7 (Continuous functions on a bounded Interval). Consider the set

C ([a,b] ,F) = {
f : [a,b] → F

∣∣ f is continuos on [a,b]
}

,

where −∞ < a < b <∞. Then C ([a,b] ,F) is a vector space over F with respect
to pointwise addition and scalar multiplication, where the additive zero is the
functions f ≡ 0 and the additive inverse of f ∈C ([a,b] ,F) is given by − f . More-
over, the function ‖·‖∞ : C ([a,b] ,F) →R+ given by∥∥ f

∥∥∞ = sup
x∈[a,b]

∣∣ f (x)
∣∣= max

x∈[a,b]

∣∣ f (x)
∣∣

is a norm on C ([a,b] ,F). Moreover, it can be shown that the normed space
(C ([a,b] ,F) ,‖·‖∞) is a Banach space.
For the sake of brevity we will drop the underlying field F from this point on-
wards and write C [a,b]. The underlying field, be it R or C, will be clear from
context.

An important example which we will see frequently in our module is the `p

spaces, an infinite dimensional generalisation of
(
Fn ,‖·‖p

)
from Example 1.3.4.

Example 1.3.8 (`p spaces). For a given p ∈ [1,∞] we consider the set

`p (N,F) =
{

{an}n∈N ⊂ F
∣∣∣∣∣ ∑

n∈N
|an |p <∞

}
when 1 ≤ p <∞ and

`∞ (N,F) =
{

{an}n∈N ⊂ F
∣∣∣∣ sup

n∈N
|an | <∞

}
when p =∞. From this point onwards we will drop the underlying field F and
write `p (N). It will be assumed to be known by context.
We can define a linear structure on `p (N) by defining addition and scalar multi-
plication in the following way:

• For a given a,b ∈ `p (N) we define a +b as the sequence

(a +b)n = an +bn .

• For a given a ∈ `p (N) and a scalar α we define αa as the sequence

(αa)n =αan ,

These operators are well defined and it is straight forward to show that the ele-
ment 0 defined by

0n = 0

belongs to `p (N) for any p ∈ [1,∞] and is the additive zero of the addition oper-
ation, and that for any a ∈ `p (N) the element −a ∈ `p (N) is its additive inverse.
Thus, `p (N) is in fact a vector space for any p ∈ [1,∞].
We can go one step further and define the function ‖·‖p : `p (N) →R+ by

‖a‖p =
( ∑

n∈N
|an |p

) 1
p
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when 1 ≤ p <∞, and

‖a‖∞ = sup
n∈N

|an |

when p =∞. It is possible to show that this function is indeed a norm which, just
like in Example 1.3.4, relies on special and very useful inequalities: the discrete
Hölder inequality

∑
n∈N

|anbn | ≤
( ∑

n∈N
|an |p

) 1
p
( ∑

n∈N
|bn |q

) 1
q

.

where p and q are Hölder conjugates and the discrete Minkoski’s inequality( ∑
n∈N

|an +bn |p
) 1

p

≤
( ∑

n∈N
|an |p

) 1
p

+
( ∑

n∈N
|bn |p

) 1
p

.

when 1 ≤ p <∞.
The space

(
`p (N) ,‖·‖p

)
is more than a normed space. It is in fact a Banach space

and when p = 2 its norm is induced by the inner product

〈a,b〉2 =
∑

n∈N
anbn .

making `2 (N) into a Hilbert space.

REMARK 1.3.9. The underlying set of indexes we have used to define `p (N)
was the natural numbers N. There is nothing, however, to stop us from defining
the space `p on a general index set I in a similar way. For instance

`Fp (Z) =
{

{an}n∈Z ⊂ F
∣∣∣∣∣ ∑

n∈Z
|an |p <∞

}
when 1 ≤ p <∞ and

`F∞ (Z) =
{

{an}n∈N ⊂ F
∣∣∣∣ sup

n∈Z
|an | <∞

}
when p =∞.
When I is uncountable the sum

∑
i∈I |ai |p is well defined as a supremum of all

possible countable sub-sums of the expression, as you’ve seen in Analysis III. In
fact, one can show that if

∑
i∈I |ai |p is finite then ai = 0 for all but countable

many i ∈I.
It is customary to indicate the index of the space by writing `p (I).

We have seen many examples of Banach and Hilbert spaces. The next exam-
ple will give us a non-trivial normed space which is not a Banach space.

Example 1.3.10 (The space of polynomial is not a Banach space). Consider the
linear space of polynomials with coefficients in the field F and which are defined
over the bounded closed interval [a,b] for some −∞ < a < b < ∞. As it is a
subspace of C [a,b] we know that (P[x],‖·‖∞) is a normed space over F. It is,
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however, not a Banach space as the uniform limit of polynomials is not always a
polynomial. Indeed, the seqeunce of polynomials

pn(x) =
n∑

j=0

x j

j !

converges uniformly on any bounded interval to ex , which doesn’t belong to
P[x].

Exercise 1.3.11. Consider the vector space C [0,1] overR and define the function
‖·‖1 : C [0,1] →R+ by ∥∥ f

∥∥
1 =

∫ 1

0

∣∣ f (x)
∣∣d x.

Show that (C [0,1] ,‖·‖1) is a normed space but not a Banach space.

We conclude this section with an immediate consequence of the complete-
ness theorem for metric spaces, Theorem 1.2.9:

Theorem 1.3.12. Let M be a subspace of a Banach space X or a Hilbert space H.
ThenM is a Banach space or a Hilbert space respectively if and only ifM is closed.

1.4. Basic properties of Banach and Hilbert spaces

We continue our study by exploring a few basic properties of normed and
inner product spaces, and reminding ourselves important notions in the theory
of Hilbert spaces (which were shown in Analysis III).

Theorem 1.4.1. Let (X,‖·‖) be a normed space. Then

(i) for any x, y ∈X∣∣‖x‖−∥∥y
∥∥∣∣≤ ∥∥x − y

∥∥ (Reverse triangle inequality).

(ii) The norm is a continuous function fromX toR+. In other words, if xn −→
n→∞ x

then

‖xn‖ −→
n→∞ ‖x‖ .

(iii) If {xn}n∈N ⊂X and
{

yn
}

n∈N ⊂X converge to x ∈X and y ∈X respectively,
and if {αn}n∈N and

{
βn

}
n∈N are sequences of scalars that converge to α and

β respectively then

αn xn +βn yn −→
n→∞αx +βy.

In particular, the addition and scalar multiplication operations are contin-
uous.

(iv) If there is an inner product, 〈·, ·〉, that induces the norm ‖·‖ (i.e. X is in
fact an inner product space) then the inner product is a continuous function
from X×X to its underlying field. In other words if xn −→

n→∞ x and yn −→
n→∞ y

then 〈
xn , yn

〉 −→
n→∞

〈
x, y

〉
.
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PROOF OF THEOREM 1.4.1. Using the standard triangle inequality we find
that for any x, y ∈X

‖x‖ = ∥∥x − y + y
∥∥≤ ∥∥x − y

∥∥+∥∥y
∥∥

and equivalently (since ‖z‖ = ‖−z‖)∥∥y
∥∥≤ ∥∥x − y

∥∥+‖x‖ .

As such ∣∣‖x‖−∥∥y
∥∥∣∣= max

{‖x‖−∥∥y
∥∥ ,

∥∥y
∥∥−‖x‖}≤ ∥∥x − y

∥∥
showing (i).
Using the reverse triangle inequality we have that

0 ≤ |‖xn‖−‖x‖| ≤ ‖xn −x‖ ,

which according to the pinching lemma implies that

‖xn‖ −→
n→∞ ‖x‖

showing (ii).
Moving to (iii), we notice that∥∥αn xn +βn yn − (

αx +βy
)∥∥= ∥∥(αn xn −αn x)+ (αn x −αx)+ (

βn yn −βn y
)+ (

βn y −βy
)∥∥

≤ |αn |‖xn −x‖+|αn −α|‖x‖+ ∣∣βn
∣∣∥∥yn − y

∥∥+ ∣∣βn −β∣∣∥∥y
∥∥ .

If {αn}n∈N and
{
βn

}
n∈N converge to α and β respectively then these sequences

must be bounded, i.e. there exists A,B > 0 such that supn∈N |αn | ≤ A and supn∈N
∣∣βn

∣∣≤
B . In this case we have that∥∥αn xn +βn yn − (

αx +βy
)∥∥≤ A‖xn −x‖+|αn −α|‖x‖︸ ︷︷ ︸

−→
n→∞0

+B
∥∥yn − y

∥∥+∣∣βn −β∣∣∥∥y
∥∥︸ ︷︷ ︸

−→
n→∞0

.

If, in addition, {xn}n∈N and
{

yn
}

n∈N converge to x and y respectively then (iii)
follows immediately from the above.
Lastly, (iv) was shown in Analysis III and relies on Cauchy-Schwartz inequality
and the fact that converging sequences must be bounded. �

We end this short section with the definition of orthogonality and a few re-
lated concepts and theorems.

Definition 1.4.2. Let (H,〈·, ·〉) be an inner product space.

(i) We say that x is orthogonal to y , and write x ⊥ y if〈
x, y

〉= 0.

(ii) We say that a set M is orthogonal if every two elements of it are orthogonal.
(iii) We say that two sets, A and B , are orthogonal if for any x ∈ A and y ∈ B we

have that x ⊥ y .
(iv) Given a subset M of H we define the orthogonal complement of M , M⊥ to

be the set
M⊥ = {

x ∈H ∣∣ x ⊥ y, ∀y ∈ M
}
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Theorem 1.4.3 (Pythagoras’ theorem). Let (H,〈·, ·〉) be an inner product space. If
{x1, . . . , xn} ⊂H and xi ⊥ x j for i 6= j then

(1.4)

∥∥∥∥∥ n∑
i=1

xi

∥∥∥∥∥
2

=
n∑

i=1
‖xi‖2 .

Lemma 1.4.4. Let H be an inner product space and let M be a subset of H. Then

(i) M⊥ is a subspace of H.
(ii) M⊥ is a closed set.

(iii) M⊥ = M
⊥

.
(iv) M⊥ = (

spanM
)⊥.

(v) M⊥ = spanM
⊥

.

(vi) Let M⊥⊥ be defined as
(
M⊥)⊥

. Then, if M is a subspace of H we have that

M⊥⊥ =M.

Theorem 1.4.5. Let H be a Hilbert space and let M be a closed subspace of H.
Then:

(i) For any x ∈H there exists a unique vector x∥ in M such that∥∥x −x∥
∥∥= inf

v∈M
‖x − v‖ = min

v∈M
‖x − v‖ .

We denote this vector by PM(x) and call it the orthogonal projection of x on
M.

(ii) For any x ∈H we have that x −PM(x) ∈M⊥.
(iii) H =M⊕M⊥.

The above theorem has been shown in Analysis III.

REMARK 1.4.6. In some cases we’ll encounter, the subspace we’ll consider,
M, will not necessarily be closed. Property (iii) of the previous theorem can be
modified to read as

(1.5) H =M⊕M⊥.

This proof is a simple application of (iii) from Lemma 1.4.4, (iii) from Theorem
(1.4.5), and the fact that if M is a subspace then so is M.

1.5. Bases in functional analysis

In this section we will investigate what it means to be a basis for infinite
dimensional normed spaces. We start by recalling the definition of linear com-
binations, dependence and independence.

Definition 1.5.1. Given a vector space X over a field F and vectors x1, . . . , xn ∈X
a linear combination of x1, . . . , xn is a vector of the form

α1x1 + . . .αn xn ,
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where α1, . . . ,αn ∈ F. Given a set M ⊂X (finite or infinite) we define the span of
M, spanM, as the set of all (finite) linear combinations of vectors form M, i.e.

spanM =
{

x =
n∑

i=1
αi xi

∣∣∣ for some n ∈N and some α1, . . . ,αn ∈ F, x1, . . . , xn ∈M
}

.

It is important to note that linear combinations always include only finitely
many vectors.

Definition 1.5.2. Given a vector space X over a field F and vectors x1, . . . , xn ∈X
we say that x1, . . . , xn are linearly independent, or in short independent, if the
equality

α1x1 + . . .αn xn = 0

implies that α1 = ·· · =αn = 0. Otherwise we say that the vectors are linearly de-
pendent, or dependent in short.
We say that a given set M ⊂X (finite or infinite) is linearly independent, or inde-
pendent in short, if every finite set of vectors from M are linearly independent.
Otherwise we say that M is linearly dependent, or dependent in short.

In our module we will consider three possible type of bases in an infinite
dimensional normed space:

• Algebraic bases (Hamel basis) - a purely algebraic construction that
doesn’t require a norm. These bases always exist but are not extremely
useful in the context of Functional Analysis.

• Schauder bases - an independent sequence of vectors, {en}n∈N, such
that every element in our space, x, can be written uniquely as an in-
finite “linear combination” of these vectors, i.e.

x = ∑
n∈N

αnen .

Such bases don’t always exist, but are fundamental when they do.
• Orthonormal bases - special bases in Hilbert spaces that rely on the

notion of orthogonality. Such bases always exist, and when they are
countable they are automatically Schauder bases (though never Hamel
bases when the dimension is not finite). You have encountered these
bases in Analysis III.

1.5.1. Hamel bases. We start with the algebraic bases of vector spaces - the
so-called Hamel basis.

Definition 1.5.3. Let X be a vector space over F. We say that a set B is a Hamel
basis for X if B is independent and

spanB=X.

If the set B is finite then we say that X is finite dimensional and we denote its
dimension as dimX = #B. Otherwise, we say that X is infinite dimensional
and write dimX = ∞. The trivial space (which has no basis) is said to be of
dimension zero.
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REMARK 1.5.4. One can show that the notion of dimension is well defined
by proving that if B1 and B2 are Hamel bases for X then they have the same
cardinality.

Example 1.5.5 (Hamel basis for Euclidean spaces). The set of vectors

e1 = (1,0, . . . ,0,0)

e2 = (0,1, . . . ,0,0)

...

en = (0,0, . . . ,0,1)

is a Hamel basis for Rn over R and Cn over C.

Example 1.5.6 (Polynomials of degree less or equal to n). Denoting by Pn[x] the
set of all polynomials of degree less or equal to n over F (to be understood from
the context of the settings) we have that

B= {
1, x, . . . , xn}

is a Hamel basis for Pn[x].

Example 1.5.7 (Polynomials of any degree). Similarly to the above example, if we
denote by P[x] the set of all polynomials over F then

B= {
1, x, . . . , xn , . . .

}
is a Hamel basis for P[x]. Since B is not finite, P[x] is an infinite dimensional
vector space.

Example 1.5.8 (A Hamel basis for `p ?). As we saw, `p (N) seems like a natural
“extension” of

(
Fn ,‖·‖p

)
. As these spaces have a relatively straight forward Hamel

basis, we can try to “extend” it to this infinite dimensional space. Consider the
set (of sequences) B= {en}n∈N ⊂ `p (N)

(1.6) (en)k =
{

1, k = n,

0, k 6= n,

or more explicitly:

en =
0, . . . ,0, 1︸︷︷︸

n−th poistion

,0, . . .

 .

While quite natural, B is not a Hamel basis for `p (N). Indeed, the element

a =
(
1,

1

2
, . . . ,

1

2n−1 , . . .

)
which is `p (N) for any p ∈ [1,∞] can’t be written as a linear combination of ele-
ments in B.
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The above example illustrates some of the failings of the Hamel basis. intu-
itively speaking, {en}n∈N does seem like a “basis” for `p (N) as we can write, at
least formally,

a = (a1, a2, . . . , an , . . . ) = a1e1 +a2e2 +·· ·+anen +·· · = ∑
n∈N

anen .

Can we make sense of this?

Lemma 1.5.9. Let a = {an}n∈N ∈ `p (N) for some 1 ≤ p <∞. Then the partial sum
sequence {SN (a)}N∈N defined by

SN (a) =
N∑

n=1
anen

is also in `p (N) and converges to a in norm as N goes to infinity.

PROOF. The fact that SN (a) ∈ `p (N) for all N ∈N is immediate from the fact
that `p (N) is a vector space and that for any N ∈ N, SN (a) is a (finite) linear
combination of elements form `p (N).
To conclude the convergence we notice that as

SN (a) = (a1, a2, . . . , aN ,0,0, . . . )

we have that

‖a −SN (a)‖p
p =

∞∑
N+1

|an |p −→
N→∞

0

since the series
∑

n∈N |an |p converges. This concludes the proof. �

Lemma 1.5.9 will give us the means to consider, and consequently define, a
notion of a basis that bypasses the finiteness required by Hamel bases.

REMARK 1.5.10. It is worth to note that while writing a = ∑
n∈N anen holds

formally for all a ∈ `p (N) with p ∈ [1,∞], Lemma 1.5.9 holds only when p <∞.
Indeed, consider the element a ∈ `∞ (N) given by

a = (1,1, . . . ,1, . . . ) .

We have that

SN (a) =
1,1, . . . , 1︸︷︷︸

n−th poistion

,0,0, . . .


and

a −SN (a) =
0,0, . . . , 0︸︷︷︸

n−th poistion

,1,1, . . .

 .

Consequently,
‖a −SN (a)‖∞ = 1,

which doesn’t go to zero.
This is a good indication that we need to be careful with formal writing and our
intuition when infinite dimension in involved.
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While slightly problematic, Hamel basis have the advantage of always exist-
ing. This is expressed in the following theorem:

Theorem 1.5.11. Every non-zero vector space X has a Hamel basis.

Intuitively speaking we would like to “build up” our Hamel basis by creating
increasing sets of independent vectors where each set includes one additional
vector which is independent of the span of the previous set. This process, how-
ever, is inductive and would imply that our “final” set must be our initial set plus
countably many vectors (in most cases our initial set will just be one vector). Not
only is it problematic in the sense that we don’t know the cardinality of our orig-
inal space apriori, but we might also reach a situation like that of the standard
basis in `p (N), or of

{
1, x, x2, . . .

}
in C [a,b] - our suspected Hamel basis can’t

span everything. This is not a coincidence and we will see (much) later that:

Theorem 1.5.12. Every Hamel basis of a Banach space is uncountable.

To prove Theorem 1.5.11 we need to rely on an argument that is not induc-
tive. In most cases where this happen we end up using Zorn’s lemma. We leave
this as a (difficult) exercise.

In our next subsection we will consider a notion of basis that is motivated
from the intuition that led us to Lemma 1.5.9 - Schauder basis.

1.5.2. Schauder bases.

Definition 1.5.13. Let X be a Banach space. A set B is called a Schauder basis
for X if B is a countable set of independent vectors, i.e. B= {en}n∈N ⊂X where
{en}n∈N are independent, and for every x ∈X there exists a unique sequence of
scalars, {αn(x)}n∈N such that the partial sum sequence

SN (x) =
N∑

n=1
αn(x)en

converges to x as N goes to infinity, i.e.

(1.7) lim
N→∞

∥∥∥∥∥ N∑
n=1

αn(x)en −x

∥∥∥∥∥= 0.

REMARK. The fact that the partial sum series, {SN (x)}N∈N converges to x
gives meaning to the notation

x = ∑
n∈N

αn(x)en .

From this point onwards, when we write x = ∑
n∈Nαnen we will mean that the

partial sum sequence SN = ∑N
n=1αnen converges (in norm) to x as N goes to

infinity.

Example 1.5.14 (Schauder basis for `p with 1 ≤ p < ∞). The set B = {en}n∈N,
where en were defined in (1.6) is a Shauder basis for `p (N) for any 1 ≤ p <∞. B
is called the standard basis for `p .
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Example 1.5.15 (Schauder basis for`∞?). From Remark 1.5.10 we have the inkling
that the standard basis B defined above is not a Schauder basis for `∞ (N). In
fact, `∞ (N), can’t have a Schauder basis, as we will see later.

Example 1.5.16 (Schauder basis for C [0,1]). The space C [0,1] has a Schauder
basis. One choice for such a basis is the Faber-Schauder basis given by

f0(x) = 1,

f1(x) = x,

and for 2k−1 < n ≤ 2k with k ≥ 1 we define

fn(x) =


2k

(
x − (

2−k (2n −2)−1
))

x ∈ [
2−k (2n −2)−1,2−k (2n −1)−1

]
1−2k

(
x − (

2−k (2n −1)−1
))

x ∈ [
2−k (2n −1)−1,2−k+1n −1

]
0 otherwise

If we draw these functions for n ≥ 2 we will get tents of height 1 which “sweep”
across the interval [0,1].
The “natural” candidate B= {

1, x, x2, . . .
}

is not a Scahuder basis for C [a,b] but
it can shown that spanB, which is the space of polynomials of any order P[x],
is dense in C [a,b]. This is known as Weierstrass’ Approximation Theorem.

The above exercises show that it is not immediate that Schauder bases exist,
even in “simple” cases. While such bases follow our intuition more than the
Hamel bases, there are two properties that they demand:

• a countable set of vectors whose linear combination can approximate
any vector in the space.

• a unique representation of the aforementioned linear combination - a
power series like expansion where the coefficients of the partial sums
do not change as we refine our approximation. This is, in many cases,
a delicate point.

The first property of Schauder basis reminds us of the notions of density and
separability. Indeed, if B = {en}n∈N is a Schauder basis then, since {SN (x)}N∈N
converges to x for any x ∈ X and since SN (x) ∈ spanB for any N ∈ N we can
conclude that

spanB=X

which means that ifX has a Schauder basis we can always find a dense subspace
of it that is spanned by a countable set. Separability, however, is not as imme-
diate as spanB is not countable (it contains a “copy” of the underlying field F
which is always uncountable). But, as Fn is separable for any n ∈N2, and as any
element in X can be approximated by an element in spanB, which is a finite
linear combination of elements from B,we are not too surprised to find out the
following:

2The countable sets
Qn = {(

q1, . . . , qn
) ∣∣q1, . . . , qn ∈Q }

(Q+ iQ)n = {(
p1 + i q1, . . . , pn + i qn

) ∣∣ p1, q1, . . . , pn , qn ∈Q }
are dense in Rn and Cn respectively
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Lemma 1.5.17. Let X be a normed space over F. If M is a countable set and
spanM is dense in X then X is separable. Consequently, if X has a Schauder
basis then it is separable.

PROOF. We will outline the proof, but leave the details as an exercise.
Step 1: Since M is countable we can find a sequence {en}n∈N such that M =
{en}n∈N. Define the countable set

Mn =
{{∑n

i=1 qi ei | qi ∈Q
}

, F=R,{∑n
i=1 qi ei | qi ∈Q+ iQ

}
, F=C,

and the set M = ∪n∈NMn . Mn is countable for any n ∈N and consequently M

is also countable.
Step 2: We can show that M is dense in spanM .
Step 3: We can conclude that M = spanM =X which shows the separability of
X. �

We can sum up our recent observations in the next corollary:

Corollary 1.5.18. Let X be an infinite dimensional Banach space. If X has a
Schauder basis, B= {en}n∈N, then spanB is dense in X. Moreover, X is separa-
ble.

A very natural question at this point is: Does every separable Banach space
have a Shcauder basis? One could imagine that we can construct a basis induc-
tively, due to the separability, but surprisingly, the answer to this question is No.
This was shown by Per Enflo in 1973, where they have constructed a separable
Banach space that had no Schauder basis. The issue one encounters when try-
ing to use an inductive argument is not in finding a countable set of independent
vectors whose closure of a span is the entire space - it is in the uniqueness of the
representation.

Corollary 1.5.18 does gives us a simple criterion to identify when a Banach
space doesn’t have a Schauder basis:

Corollary 1.5.19. Any non-separable Banach space can’t have a Schauder basis.

In order to be able to utilise the above corollary we present the following
criterion for lack of separability:

Theorem 1.5.20. Let X be a metric and assume that there exists η > 0 and an
uncountable set {xα}α∈I such that for any α 6=β ∈I

d
(
xα, xβ

)> η.

Then X is not separable.

The main idea of the proof is the following: Since the elements {xα}α∈I are at
least η−far apart, balls with radii η3 around these elements are mutually disjoint
and must include distinct elements from any given dense set. Thus, no dense
set can be countable
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Theorem 1.5.20 can be used to show that `∞ can’t have a Schauder basis.

1.5.3. Orthonormal bases. The last type of bases we’ll consider are bases
that are unique to the setting of inner product spaces - orthonormal bases.

Definition 1.5.21. Let H be an inner product space. We say that a set M is or-
thonormal if it is orthogonal and every element in M has length 1, i.e. for any
x, y ∈ M we have that 〈

x, y
〉={

0, x 6= y,

1, x = y.

Orthonormal sets have a few nice properties, expressed in the following lemma:

Lemma 1.5.22. Let H be an inner product space and let M be an orthonormal
set. Then

(i) M is independent.
(ii) If

x =
n∑

i=1
αi ei

for some {e1, . . . ,en} ⊂ M and x ∈H then αi = 〈x,ei 〉. Moreover if

x = ∑
n∈N

αnen ,

for a sequence of elements {en}n∈N ⊂ M then the same formula for αi holds.
In this case we call the coefficients

(1.8) αn = 〈x,en〉
the Fourier coefficients of x with respect to the orthonormal sequence {en}n∈N.

(iii) For any x ∈H and {e1, . . . ,en} ⊂ M

(1.9)

∥∥∥∥∥x −
n∑

i=1
〈x,ei 〉ei

∥∥∥∥∥
2

= ‖x‖2 −
n∑

i=1
|〈x,ei 〉|2 .

Consequently, if {en}n∈N is a sequence of elements in M then

(1.10)
∑

n∈N
|〈x,en〉|2 ≤ ‖x‖2 .
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This inequality is knows as Bessel’s inequality.

PROOF. We start by showing (ii).
Assume that

x =
n∑

i=1
αi ei .

Then, due to the linearity of the inner product and the orthonormality of {e1, . . . ,en},
we have that for any j ∈ {1, . . . ,n}

〈
x,e j

〉=〈
n∑

i=1
αi ei ,e j

〉
=

n∑
i=1

αi
〈

ei ,e j
〉= n∑

i=1
αiδi , j =α j

where δi , j is the Kronecker delta. Thus, the first half of the claim is shown. To
prove the second half we notice that by the definition of the infinite sum and the
continuity of the inner product we have that

〈
x,e j

〉=〈
lim

N→∞

N∑
n=1

αnen ,e j

〉
= lim

N→∞

〈
N∑

n=1
αnen ,e j

〉

= lim
N→∞

N∑
n=1

αn
〈

en ,e j
〉= lim

N→∞

{
α j j ≤ N

0 j > N
=α j

for any j ∈N. We conclude that (ii) indeed holds.
Next we turn our attention to (i). Assume that {e1, . . . ,en} ⊂ M and that there exist
scalars α1, . . . ,αn such that

0 =α1e1 +·· ·+αnen .

According to (ii) we have that for any i ∈ {1, . . . ,n}

αi = 〈0,ei 〉 = 0,

and as such {e1, . . . ,en} are independent. Since the choice of {e1, . . . ,en} was arbi-
trary M must also be independent.
Lastly, we turn our attention to (iii). We have that

(1.11)

∥∥∥∥∥x −
n∑

i=1
〈x,ei 〉ei

∥∥∥∥∥
2

= ‖x‖2 −2Re

(〈
x,

n∑
i=1

〈x,ei 〉ei

〉)
+

∥∥∥∥∥ n∑
i=1

〈x,ei 〉ei

∥∥∥∥∥
2

.

Using the conjugate linearity in the second component of the inner product we
find that 〈

x,
n∑

i=1
〈x,ei 〉ei

〉
=

n∑
i=1

〈x,ei 〉〈x,ei 〉 =
n∑

i=1
|〈x,ei 〉|2 ,

and utilising to Pythagoras’ theorem and the fact that if ei ⊥ e j then αei ⊥ βe j

for any scalars α and β, we find that∥∥∥∥∥ n∑
i=1

〈x,ei 〉ei

∥∥∥∥∥
2

=
n∑

i=1
‖〈x,ei 〉ei‖2 =

n∑
i=1

|〈x,ei 〉|2 ‖ei‖2 =
n∑

i=1
|〈x,ei 〉|2 .
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Combining these two observations with (1.11) shows that

∥∥∥∥∥x −
n∑

i=1
〈x,ei 〉ei

∥∥∥∥∥
2

= ‖x‖2 −2Re


n∑

i=1
|〈x,ei 〉|2︸ ︷︷ ︸

real number

+
n∑

i=1
|〈x,ei 〉|2

= ‖x‖2 −
n∑

i=1
|〈x,ei 〉|2 ,

which is exactly (1.9).
To conclude the second half of the claim, and the proof of the theorem, we notice
that due to (1.9) we have that for any sequence of elements in M , {en}n∈N,

n∑
i=1

|〈x,ei 〉|2 = ‖x‖2 −
∥∥∥∥∥x −

n∑
i=1

〈x,ei 〉ei

∥∥∥∥∥
2

≤ ‖x‖2 ,

for any n ∈ N. As such, according to Weierstrass’ M−test, we conclude that∑∞
i=1 |〈x,ei 〉|2 <∞ and that ∑

n∈N
|〈x,en〉|2 ≤ ‖x‖2 .

The proof is now complete �

These nice additional properties make orthonormal sets quite appealing to
be considered as basis of some form. Looking back at the definition of Schauder
bases we see that if B= {en}n∈N is a countable orthonormal set then

• According to (i) B is independent.
• According to (ii) if SN (x) = ∑N

n=1αn(x)en converges to x then αn(x)
must be the Fourier coefficients (1.8), i.e. the uniqueness of the co-
efficients in the expansion is established.

• According to (iii) we have that any x ∈H∥∥∥∥∥x −
N∑

n=1
〈x,en〉en

∥∥∥∥∥
2

= ‖x‖2 −
N∑

n=1
|〈x,en〉|2 ,

which implies that

x = ∑
n∈N

〈x, .en〉en ⇔ lim
N→∞

∥∥∥∥∥x −
N∑

n=1
〈x,en〉en

∥∥∥∥∥= 0 ⇔ ∑
n∈N

|〈x,en〉|2 = ‖x‖2 .

We conclude the following theorem

Theorem 1.5.23. Let H be a Hilbert space and let B = {en}n∈N be countable or-
thonormal set. Then B is a Schauder basis for H if and only if

(1.12) x = ∑
n∈N

〈x,en〉en

for any x ∈H, or equivalently if

(1.13)
∑

n∈N
|〈x,en〉|2 = ‖x‖2
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for any x ∈H. Equality (1.13) is known as Parseval’s identity.

REMARK 1.5.24. While we considered the situation where x =∑
n∈N 〈x, .en〉en

in the above, it is important to note that If H is a Hilbert space and B= {en}n∈N
is an orthonormal set, then for any x ∈H the vector

x̃ = ∑
n∈N

〈x, .en〉en

is well defined H. Let us prove this claim: Consider the following partial sums
in H and R respectively,

SN (x) =
N∑

n=1
〈x,en〉en , sN =

n∑
n=1

|〈x,en〉|2 .

Since B is an orthonormal set we can use Pythagoras’ theorem to conclude that

‖SN (x)−SM (x)‖2 =
∥∥∥∥∥ max{N ,M }∑

min{N ,M }+1
〈x,en〉en

∥∥∥∥∥
2

=
max{N ,M }∑

min{N ,M }+1
|〈x,en〉|2 = |sN − sM | .

Due to Bessel’s inequality we know that {sN }N∈N converges and as such is Cauchy.
The above identity implies that {SN (x)}N∈N is also Cauchy and since H is com-
plete it converges to an element in H. This is the element which we denote by
x̃.

Example 1.5.25. the space `2 (N), which we have shown to be a Hilbert space,
has an orthonormal Schauder basis given by the standard basis {en}.

REMARK 1.5.26. It is quite straight forward to see that not all Schauder basis
in a Hilbert space are orthonormal. However, as we’ll see soon, using the Gram-
Schmidt procedure we will be able to transform such a basis to an orthonormal
one. Here we really use the countability of the basis, as otherwise we wouldn’t
be able to use the inductive Gram-Schmidt procedure.

So far we have only considered the case where our orthonormal set, B, is
countable á la Schauder, yet the power of the notion of orthonormality is in the
fact that we can extend our setting to the uncountable case as well. To do so we
start by noticing the following:

Lemma 1.5.27. LetH be an inner product space and letB= {eα}α∈I be orthonor-
mal. If I is uncountable, then for any x ∈H we have that 〈x,eα〉 6= 0 for at most a
countable subset of B,

{
eαn

}
n∈N.

This was mentioned in Analysis III.
An immediate corollary of the above is the following theorem:

Theorem 1.5.28. LetH be a Hilbert space and letB= {eα}α∈I be an orthonormal
set. Then for any x ∈H the vector

x̃ = ∑
α∈I

〈x,eα〉eα,
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is well defined, where the above sum is to be understood as the standard infinite
sum over the α−s such that 〈x,eα〉 6= 0 when I is uncountable. Moreover,

(1.14) ‖x̃‖2 = ∑
α∈I

|〈x,eα〉|2 ≤ ‖x‖2

with the same convention on the summation. This inequality is known as (the
generalised) Bessel inequality.
Lastly, we have that x =∑

α∈I 〈x,eα〉eα if and only if

(1.15) ‖x‖2 = ∑
α∈I

|〈x,eα〉|2 .

This identity is known as (the generalised) Parseval’s identity

At long last we are able to define the notion of an orthonormal basis:

Definition 1.5.29. Let H be a Hilbert space. We say that a set B= {eα}α∈I is an
orthonormal basis for H if B is orthonormal and every x ∈H satisfies

x = ∑
α∈I

〈x,eα〉eα.

Example 1.5.30. For any setI, countable or uncountable, the Hilbert space`2 (I)
has an orthonormal basis B= {eα}α where

(eα)γ =
{

1, γ=α,

0, γ 6=α.

This is, in a sense, the prototype of all Hilbert spaces.

Theorem 1.5.31. LetH be a Hilbert space and letB= {eα}α∈I be an orthonormal
set in H. Then the following are equivalent:

(i) B is an orthonormal basis, i.e. for any x ∈H we have that

x = ∑
α∈I

〈x,eα〉eα.

(ii) Parseval’s identity is satisfied for every x ∈H, i.e.

‖x‖2 = ∑
α∈I

|〈x,eα〉|2 .

(iii) B⊥ = {0}.
(iv) spanB=H.

REMARK 1.5.32. We say that a set M in a Banach space X is total if spanM =
X, i.e. if spanM is dense in X. Condition (iv) of the above theorem states that
B= {eα}α∈I is an orthonormal basis forH if and only if it is a total orthonormal
set.

Parts of Theorem 1.5.31 were proved in Analysis III but we’ll include the
proof here for completion.
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PROOF OF THEOREM 1.5.31. (i) and (ii) are equivalent according to Theo-
rem 1.5.28, and (iii) and (iv) are equivalent due to the fact that

H = spanB⊕ (
spanB

)⊥ = spanB⊕B⊥

according to Lemma 1.4.4 and Remark 1.4.6.
This implies that by showing that (ii) implies (iii) and that (iii) implies (i) we will
conclude the proof.
(ii) ⇒ (iii): Let x ∈B⊥. Using Parseval’s identity we find that

‖x‖2 = ∑
α∈I

|〈x,eα〉|2 =
∑
α∈I

0 = 0.

Thus B⊥ = {0}.
(iii) ⇒ (i): Let x ∈H and define

x̃ = ∑
α∈I

〈x,eα〉eα.

By the continuity of the inner product we have that for any β ∈I〈
x − x̃,eβ

〉= 〈
x,eβ

〉−〈 ∑
α∈I

〈x,eα〉eα,eβ

〉
〈

x,eβ
〉− ∑

α∈I
〈x,eα〉

〈
eα,eβ

〉︸ ︷︷ ︸
δα,β

= 〈
x,eβ

〉−〈
x,eβ

〉= 0

which shows that x − x̃ ∈B⊥. As B⊥ = {0} we conclude that

x = x̃ = ∑
α∈I

〈x,eα〉eα,

which shows (i). The proof is now complete. �

An immediate corollary of the theorem is the following:

Corollary 1.5.33. Let H be an infinite dimensional Hilbert space. The following
are equivalent:

(i) H is separable.
(ii) H has a Schauder basis.

(iii) H has a countable orthonormal basis B= {en}n∈N.

PROOF. Recalling Corollary 1.5.18, Theorem 1.5.23 and the definition of an
orthonormal basis we conclude that (ii) implies (i) and that (iii) implies (ii) re-
spectively. We will conclude the proof of the theorem when we’ll show that (i)
implies (iii).
Let M = {xn}n∈N be a dense set in H. Using Gram-Schmidt procedure, which
is allowed due to the countability of M , we find a countable orthonormal set
B= {en}n∈N such that

spanM = spanB.

Since M is dense and M ⊂ spanM we conclude that spanM is dense and conse-
quently

spanB= spanM =H.
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This shows, according to theorem 1.5.31, that B is an orthonormal basis for H,
completing the proof. �

REMARK 1.5.34. A careful look at the proof of Corollary 1.5.33 gives us a
method to find the orthonormal basis for H in many cases.
If H = spanM where M = {xn}n∈N is a countable set then by performing the
Gram-Schmidt procedure on {xn}n∈N we’ll find that

H = spanM = span{x1, x2, . . . , } = spanB

i.e. we can find an orthonormal basis for H in this case by performing Gram-
Schmidt on the countable generator of a dense subspace of H.

There are many other examples that illustrate this process. These examples
include the Legendre polynomials in L2 [−1,1], Hermite functions in L2 (−∞,∞),
and Laguerre functions in L2[0,∞).

Example 1.5.35 (Fourier series in L2 [−π,π]). Consider the space L2 [−π,π] with
the inner product 〈

f , g
〉

L2[−π,π] =
1

2π

∫ π

−π
f (x)g (x)d x,

and consider the following orthonormal sets

BR =
{

1,
p

2sin(x),
p

2cos(x), . . . ,
p

2sin(nx),
p

2cos(nx), . . .
}

BC =
{

e i nx
}

n∈Z
where BR is considered when our space is over R and BC is considered when
our space is over C.
One can show that the span of BR and BC are dense in L2 [−π,π] over R and C
respectively, and as such they are orthonormal basis for the appropriate Hilbert
space. The L2−series associated to these bases

f = a0

2
+ ∑

n∈N
an cos(nx)+bn sin(nx)

where

an = 1

π

∫ π

−π
f (x)cos(nx)d x, bn = 1

π

∫ π

−π
f (x)sin(nx)d x,

and
f = ∑

n∈Z
cne i nx

where

cn = 1

2π

∫ π

−π
f (x)e−i nx d x,

are known as the Fourier Series and Complex Fourier Series of a function f ∈
L2 [−π,π]. These series are so important that we have named the general coeffi-
cients in the expansion of a vector x ∈H with respect to an orthonormal basis
B= {eα}α∈I after them.
These series have also been extensively explored (pointwise convergence, uni-
form convergence, the convergence of the derivatives), and you have seen some
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results about them in Analysis III. You can find more information about them,
and the so-called Fourier Transform, in the mathematical field known as Har-
monic Analysis.
It is worth to mention that Fourier series and Parseval’s identity give us a power-
ful tool to compute many series, such as

∑
n∈N 1

n2 .

We conclude this section with the following important theorem, that em-
phasise further the strength of having an inner product on a linear space:

Theorem 1.5.36. Every non-trivial Hilbert space has an orthonormal basis.

The proof is quite similar to the proof that every linear space has a Hamel
basis, and you have seen it in Analysis III.

1.6. Topological difference between finite and infinite dimensional normed
spaces

The notion of a topology. When we have studied metric spaces we have
seen how important the notion of open sets is and how we can use it to define
and test notions of convergence and compactness, amongst other things. This
led people to consider a notion of open sets on sets that do not have a metric
setting. A family of sets on a certain set X , usually denoted by τ, which satisfy
the fundamental properties (which we see in open sets in metric spaces)

• Any union of sets in τ is a set in τ,
• Finite intersection of sets in τ is a set in τ,
• X and the empty set ∅ are in τ,

is known as a topology of X . Sets in τ are called open sets and the couple (X ,τ)
is known as a topological space. With a topology (i.e. the family of open sets) in
hand we can go forward and define/explore notions of convergence, accumula-
tion, continuity, and compactness.

In this last section of our chapter we will consider some of the topologi-
cal differences , i.e. differences that pertain to convergence, notions of open-
ness and closedness, and compactness, between finite and infinite dimensional
normed vector spaces.
We will restrict our topological consideration in this chapter to normed spaces.

Equivalent topologies in normed spaces.

Definition 1.6.1. Let X be a set and let τ1 and τ2 be two topologies on X . We say
that τ1 is equivalent to τ2 if τ1 = τ2. In other words, the topologies are equivalent
if any open set in one topology is an open set in the other.

Given two norms on a linear space, ‖·‖1 and ‖·‖2, what does it mean that the
topologies generated by ‖·‖1 and ‖·‖2 are equivalent?

Definition 1.6.2. Let X be a vector space and let ‖·‖1 and ‖·‖2 be two norms on
X. We say that ‖·‖1 and ‖·‖2 are equivalent if there exist c1,c2 > 0 such that for
all x ∈X
(1.16)

1

c2
‖x‖1 ≤ ‖x‖2 ≤ c1 ‖x‖1 .
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Theorem 1.6.3. Let X be a vector space and let ‖·‖1 and ‖·‖2 be two norms on X.
The topologies generated by ‖·‖1 and ‖·‖2 on X are equivalent, i.e. a set is open
with respect to the metric induced by ‖·‖1 if and only if it is open with respect to
the metric induced by ‖·‖2, if and only if ‖·‖1 and ‖·‖2 are equivalent.

The proof of the above relies on the following important observation:

Lemma 1.6.4. Let X be a vector space and let ‖·‖1 and ‖·‖2 be two norms on X.
Then, there exists c > 0 such that for all x ∈X
(1.17) ‖x‖2 ≤ c ‖x‖1

if and only if one (and as such all) of the following equivalent conditions holds:

(i) For any x ∈X with ‖x‖1 < 1 we have that ‖x‖2 < c.
(ii) For any x ∈X with ‖x‖1 ≤ 1 we have that ‖x‖2 ≤ c.

(iii) For any x ∈X with ‖x‖1 = 1 we have that ‖x‖2 ≤ c.

PROOF. The fact that ‖x‖2 ≤ c ‖x‖1 implies (i)-(iii) is immediate. We shall
show the converse by showing that

(i) ⇒ (ii) ⇒ (iii) ⇒ (1.17)

Assume that (i) holds and let x ∈X be such that ‖x‖1 ≤ 1. For any ε > 0 define
xε = x

1+ε . We have that ‖xε‖1 = ‖x‖1
1+ε < 1. Consequently,

‖x‖2

1+ε = ‖xε‖2 < c

or equivalently

‖x‖2 < (1+ε)c.

As ε is arbitrary we see that by taking ε to zero we find that ‖x‖2 ≤ c, which is (ii).
Next, we notice that if ‖x‖1 = 1 then ‖x‖1 ≤ 1 which shows that (ii) implies (iii).
Lastly, we show that (iii) implies (1.17). We start by noticing that if x = 0 then
(1.17) is satisfied automatically. Thus, we can assume that x 6= 0.
For a given x 6= 0 we define y = x

‖x‖1
. We have that

∥∥y
∥∥

1 = 1 and consequently

‖x‖2

‖x‖1
= ∥∥y

∥∥
2 ≤ c

or equivalently

‖x‖2 ≤ c ‖x‖1 .

The proof is thus complete. �

REMARK 1.6.5. A similar proof to the above shows that the condition

‖x‖2 ≤ c ‖x‖1

for some c > 0 and all x ∈X is equivalent to any (and all) of the following:

(i) For any x ∈X with ‖x‖2 > 1 we have that ‖x‖1 > 1
c .

(ii) For any x ∈X with ‖x‖2 ≥ 1 we have that ‖x‖1 ≥ 1
c .

(iii) For any x ∈X with ‖x‖2 = 1 we have that ‖x‖1 ≥ 1
c .
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REMARK 1.6.6. The proof of Lemma 1.6.4 relies heavily on the scaling prop-
erty of the norm. This observation is extremely important and will be used again
in the next section.
We would also like to note that one can rephrase conditions (i)-(iii) in more ge-
ometrically. Defining

B‖·‖
r (x0) = {x ∈X | ‖x −x0‖ < r } ,

B
‖·‖
r (x0) = B‖·‖

r (x0) = {x ∈X | ‖x −x0‖ ≤ r } ,

and
S‖·‖

r (x0) = ∂B‖·‖
r (x0) = {x ∈X | ‖x −x0‖ = r }

we have that
(i) ⇔ B‖·‖1

1 (0) ⊂ B‖·‖2
c (0) ,

(ii) ⇔ B
‖·‖1

1 (0) ⊂ B
‖·‖2

c (0)

and
(iii) ⇔ S

‖·‖1
1 (0) ⊂ B

‖·‖2

c (0) .

Using the linear structure of the space, we can take the above geometric in-
terpretation one step further:

Lemma 1.6.7. Let X be a vector space and let ‖·‖1 and ‖·‖2 be two norms on X.
Then, there exists c > 0 such that for all x ∈X

‖x‖2 ≤ c ‖x‖1

if and only if for any x0 ∈X and any ε> 0 we have that

(1.18) B‖·‖1
ε
c

(x0) ⊂ B‖·‖2
ε (x0) .

PROOF. We start by reminding ourselves that Lemma 1.6.4 implies that the
condition ‖x‖2 ≤ c ‖x‖1 for all x ∈X is equivalent to

‖x‖1 < 1 ⇒‖x‖2 < c ∀x ∈X.

Given an ε> 0, we clearly see that the above is equivalent to

‖x‖1 < ε ⇒‖x‖2 < cε ∀x ∈X,

due to the scaling of the norm. By replacing x with x − x0 for any given x0 ∈X

we see that the above is equivalent to3

‖x −x0‖1 < ε ⇒‖x −x0‖2 < cε ∀x ∈X.

Much like in Remark 1.6.6, we now conclude that

‖x‖2 ≤ c ‖x‖1 ∀x ∈X ⇔ B‖·‖1
ε (x0) ⊂ B‖·‖2

cε (x0) ∀x0 ∈X, ∀ε> 0.

Replacing ε with ε
c yields the desired result. �

REMARK 1.6.8. Note that choosing ε = c and x0 = 0 gets us back to Lemma
1.6.4 and Remark 1.6.6. The linear structure of the space and the adherence of
the norms to it allowed us to push this condition much more.

3choosing x0 = 0 gives us back the original inequality.
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We are now ready to consider the proof of Theorem 1.6.3.

SKETCH OF THE PROOF OF THEOREM 1.6.3. We give a sketch of the proof and
leave some details to the reader.
Step 1: According to Lemma 1.6.7 we have that ‖·‖1 and ‖·‖2 are equivalent if
and only if there exists c1,c2 > 0 such that for any ε> 0 and any x0 ∈X

B‖·‖1
ε

c1

(x0) ⊂ B‖·‖2
ε (x0) and B‖·‖2

ε
c2

(x0) ⊂ B‖·‖1
ε (x0) .

Step 2: The topologies of the normed spaces (X,‖·‖1) and (X,‖·‖2) are equiv-
alent if and only if for any x0 ∈ X and any r > 0 there exists r1 (x0) > 0 and
r2 (x0) > 0 such that

B‖·‖1
r1(x0) (x0) ⊂ B‖·‖2

r (x0) and B‖·‖2
r2(x0) (x0) ⊂ B‖·‖1

r (x0) .

When the space involved in normed, one can show that r1 (x0) and r2 (x0) can be
chosen independently of x0.
Step 3: Combining Steps 1 and 2 gives us the desired result. �

REMARK 1.6.9. Looking at the definition of equivalence of norms, given by
condition (1.16), we notice that by defining c = max{c1,c2} we find that for any
x ∈X
(1.19)

1

c
‖x‖1 ≤ ‖x‖2 ≤ c ‖x‖1 .

Alternatively, if the above holds then ‖·‖1 and ‖·‖2 are equivalent with c1 = c2 =
c . Sometimes condition (1.19) is used instead of (1.16) as it is more symmetric
(though yields less optimal constants).

The reason why we are quite keen on the notion of equivalence of topolo-
gies/norms is expressed in the following theorem

Theorem 1.6.10. Let X be a vector space and let ‖·‖1 and ‖·‖2 be two norms on X.
Then if the topologies of the normed spaces (X,‖·‖1) and (X,‖·‖2) are equivalent
we have that:

(i) The sequence {xn}n∈N ⊂ X converges to x ∈ X in (X,‖·‖1) if and only if it
converges to x in (X,‖·‖2).

(ii) The sequence {xn}n∈N ⊂X is Cauchy in (X,‖·‖1) if and only if it Cauchy in
(X,‖·‖2).

(iii) (X,‖·‖1) is a Banach space if and only if (X,‖·‖2) is.
(iv) Given an additional normed spaceY we have that f :Y→ (X,‖·‖1) is con-

tinuous if and only if f :Y→ (X,‖·‖2) is.

Equivalence of norms in finite dimensional spaces. One fundamental dif-
ference between being a finite dimensional space and an infinite dimensional
space is expressed in the following theorem:

Theorem 1.6.11. Let X be a finite dimensional vector space. Then any two norms
on X, ‖·‖1 and ‖·‖2, are equivalent.
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PROOF. We begin by noticing that the notion of equivalence of norms is
transitive, i.e. if ‖·‖1 is equivalent to ‖·‖2 and ‖·‖2 is equivalent to ‖·‖3 then ‖·‖1 is
equivalent to ‖·‖3. Thus, in order to prove that all norms are equivalent on finite
dimensional spaces it is enough to find a norm on X to which all other norms
are equivalent to. The norm we will choose will be motivated by the standard
Euclidean norm on Rn and Cn .
Since X is finite dimensional we can find a finite set of vectors {e1, . . . ,en} that
form a basis for it. Every x ∈X can be uniquely written as

x =
n∑

i=1
αi (x)ei

for some scalars α1(x), . . . ,αn(x). We define

‖x‖Euclid =
√

n∑
i=1

|αi (x)|2

and claim that it is a norm on X. Indeed, for all x ∈X we have that ‖x‖Euclid ≥ 0
and

‖x‖Euclid = 0 ⇔ α1(x) = ·· · =αn(x) = 0 ⇔ x = 0,

where we have used the fact that the set {e1, . . . ,en} is independent. This shows
property n 1 of the norm.
To show n 2 we use the uniqueness of the expansion coefficients, {αi (x)}i=1,...,n ,
to conclude that for any scalar β we have that if x =∑n

i=1αi (x)ei then αi
(
βx

)=
βαi (x) and as such∥∥βx

∥∥
Euclid =

√
n∑

i=1

∣∣αi
(
βx

)∣∣2 =
√

n∑
i=1

∣∣β∣∣2 |αi (x)|2 = ∣∣β∣∣‖x‖Euclid .

Similarly, since αi (x + y) =αi (x)+αi (y) the triangle inequality in the Euclidean
space shows that∥∥x + y

∥∥
Euclid =

√
n∑

i=1

∣∣αi (x)+αi (y)
∣∣2 ≤

√
n∑

i=1
|αi (x)|2+

√
n∑

i=1

∣∣αi (y)
∣∣2 = ‖x‖Euclid+

∥∥y
∥∥

Euclid

for any x, y ∈X, which is property n 3. We have thus shown that ‖·‖Euclid is in-
deed a norm on X.
Next, we will now show that if ‖·‖ is a norm on X, then ‖·‖ is equivalent to
‖·‖Euclid.
For any x ∈X we have that

‖x‖ =
∥∥∥∥∥ n∑

i=1
αi (x)ei

∥∥∥∥∥≤
n∑

i=1
|αi (x)|‖ei‖ ≤

√
n∑

i=1
|αi |2

√
n∑

i=1
‖ei‖2,

where we have used the triangle inequality of ‖·‖ and the Cauchy-Schwartz in-

equality on Rn . Thus, defining c1 =
√∑n

i=1 ‖ei‖2, we see that

(1.20) ‖x‖ ≤ c1 ‖x‖Euclid ,

which shows one half of the required equivalence. To show the other inequality
we recall that according to Remark 1.6.5 it is enough to show that there exists
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c2 > 0 such that if ‖x‖Euclid = 1 then ‖x‖ ≥ 1
c2

.
Defining the function f : (X,‖·‖Euclid) → R by f (x) = ‖x‖ we find that due to the
reverse triangle inequality and (1.20)∣∣ f (x)− f (y)

∣∣= ∣∣‖x‖−∥∥y
∥∥∣∣≤ ∥∥x − y

∥∥≤ c1
∥∥x − y

∥∥
Euclid ,

which tell us that f is a Lipschitz function, and in particular is continuous with
respect to ‖·‖2. We notice that what we want to prove is equivalent to saying that

f (x) = ‖x‖ ≥ 1

c2
, if x ∈S‖·‖Euclid

1 (0) = {x ∈X | ‖x‖Euclid = 1 }

Since f is continuous and f (x) = 0 if and only if x = 0 6∈S‖·‖Euclid
1 (0), we conclude

that if we’ll show thatS‖·‖Euclid
1 (0) is compact then the extreme value theorem will

assure us that f has a non-zero minimum on S‖·‖Euclid
1 (0). This minimum will be

our desired 1
c2

, and the proof will be completed. We turn our attention to proving

the compactness of S‖·‖Euclid
1 (0).

Defining the bijection

I :
(
Fn ,‖·‖2

)→ (X,‖·‖Euclid) , I (α1, . . . ,αn) =
n∑

i=1
αi ei

we see that by the definition of the norms on Fn and X∥∥I (α1, . . . ,αn)− I
(
β1, . . . ,βn

)∥∥
Euclid = ∥∥(α1, . . . ,αn)− (

β1, . . . ,βn
)∥∥

2

and as such the function I (and its inverse) is continuous. Since the unit sphere
in Fn is compact and the image of compact sets under continuous functions is
compact we conclude the desired compactness of S‖·‖Euclid

1 (0). �

An immediate consequence of this theorem is the following.

Theorem 1.6.12. Any finite dimensional normed space (X,‖·‖) is complete. Con-
sequently, any finite dimensional subspace M of a Banach space X is closed.

The connection between compactness and the dimension. One of the most
fundamental (and useful) concept in metric spaces (and the general topic of
topology) is that of compactness. A simple criterion for compactness in Fn is
given by the Heine-Borel theorem

Theorem 1.6.13 (Heine-Borel). A set K in Fn is compact (with respect to the stan-
dard norm) if and only if it is closed and bounded.

Will the same hold in a general Banach space? The answer to this question
is provided in the following theorem:

Theorem 1.6.14. Let (X,‖·‖) be a Banach space. Then the following

(i) A set K is compact in (X,‖·‖).
(ii) K is a bounded and closed set in (X,‖·‖).

are equivalent if and only if X is finite dimensional.

The proof of the theorem, which we will not pursue, relies on two ingredi-
ents:
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• The Heine-Borel theorem.
• The fact that in an infinite dimensional vector space B

‖·‖
1 (0) has a se-

quence that has no converging subsequence.

The latter point relies on the following theorem:

Theorem 1.6.15 (F. Riesz’s Lemma). Let X be a normed space and let M be a
closed subspace of X. If M 6=X then for any ε ∈ (0,1) there exists x ∈X of norm 1
such that

inf
y∈M

∥∥x − y
∥∥≥ 1−ε.

If M is finite dimensional the above can be improved to

inf
y∈M

∥∥x − y
∥∥≥ 1.



CHAPTER 2

Linear Operators and Functionals

As we’ve seen in Linear Algebra I, the notion of Linear Operators, which was
equivalent to matrices in the finite dimensional case, is an extremely important
one. This remains the same in the infinite dimensional case and such maps play
a pivotal role in subjects such as Quantum Mechanics and PDEs. In this chapter
we will define and explore these maps, which we will call operators from this
point onwards.

2.1. Basic properties of linear operators

We begin with the definition of what it means to be a linear operator.

Definition 2.1.1. LetX andY be two vector spaces. A linear operator T :D (T ) ⊂
X→Y is a map defined on a subspace ofX,D (T ), such that for any x, y ∈D (T )
and any scalar α

(2.1) T
(
x + y

)= T (x)+T (y), T (αx) =αT (x) .

When speaking about linear operators it is sometimes customary to write T x
instead of T (x). We shall adapt this convention in many, though not all, cases.

Example 2.1.2 (The identity operator). For any vector space X, the function IX :
X→X defined by IXx = x is a linear operator.

Example 2.1.3 (The zero operator). For any two vector spaces,X andY, the map
0 : X →Y defined by 0x = 0Y , where 0Y is the additive zero in Y, is a linear
operator.

Example 2.1.4 (Differentiation of polynomials). Consider the space of polyno-
mials over F, P[x]. The operator D :P[x] →P[x] defined by

Dp = p ′,

is a linear operator.

Example 2.1.5 (Integration of continuous functions). Consider the space C [a,b]
and define an operator T : C [a,b] →C [a,b] by

T f (x) =
∫ x

a
f (t )d t .

Then T is a linear operator. Note that the fact that T f is indeed continuous when
f is continuous follows from the fundamental theorem of calculus (in fact, T f
is differentiable on (a,b)).

38



2.1. BASIC PROPERTIES OF LINEAR OPERATORS 39

Example 2.1.6 (Multiplication by continuous functions). Consider again the space
C [a,b] and let m be a given function in C [a,b]. The operator M : C [a,b] →
C [a,b] defined by

M f (x) = m(x) f (x)

is a linear operator.

Example 2.1.7 (Matrices). Consider the space Fn and let A be an m ×n matrix.
The operator TA : Fn →Rm defined by

TA x = Ax

is a linear operator. As you’ve seen in Linear Algebra I, this is in fact how all linear
maps “look like” in finite dimension.

Definition 2.1.8. Let X and Y be two vector spaces and let T : D (T ) ⊂X →Y

be a linear operator. The range (or image) of T , R (T ), is defined as

R (T ) = {
y ∈Y ∣∣T (x) = y, for some x ∈D (T )

}
.

The null space (or kernel) of T , N (T ), is defined as

N (T ) = {x ∈D (T ) |T x = 0 } .

The following lemma is proven in exactly the same way as in Linear Algebra
I:

Lemma 2.1.9. Let X and Y be two vector spaces and let T : D (T ) ⊂X→Y be a
linear operator. Then

(i) T 0 = 0.
(ii) R (T ) is a subspace ofY.

(iii) N (T ) is a subspace of D (T ).
(iv) T is injective (or one to one) if and only if N (T ) = {0}.

We’ll end this section with an easy criterion for the existence of an inverse
to linear operators that are defined in finite dimensional spaces, and another
property of inverses

Theorem 2.1.10. Let X and Y be two vectors spaces and let T : D (T ) ⊂X →Y

be a linear operator. Then

(i) If dimD (T ) <∞ then dimR (T ) ≤ dimD (T ) <∞.
(ii) If dimD (T ) <∞ then the following are equivalent:

• T is invertible.
• dimD (T ) = dimR (T ).

In particular, if dimD (T ) = dimY thenR (T ) =Y and T is invertible if and
only if N (T ) = {0}.

(iii) If T is invertible and S : R (T ) →Z, where Z is another vector space, is an
invertible linear operator, then S◦T :D (T ) →R (S) is an invertible operator
and

(S ◦T )−1 = T −1 ◦S−1.
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We won’t prove any of the above statements as they have been shown in Lin-
ear Algebra I. We will just say that part (i) and (ii) are immediate consequences
(and in a sense are a part of the proof) of the Rank-Nullity Theorem.

2.2. Continuity of linear operators and the notion of boundedness

As we’ve seen in our previous chapter, Functional Analysis mixes linear struc-
tures with analytic concepts. Linear operators are not exempt from this treat-
ment. It won’t strike us as a surprise, then, that the first thing we’d like to explore
with regards to these operators is the question of their continuity.

The linear structure of the space and the adherence of linear operators to it
results in the following:

Theorem 2.2.1. Let X and Y be two normed spaces and let T : D (T ) ⊂X →Y

be a linear operator. Then the following are equivalent:

(i) T is continuous at 0 ∈D (T ).
(ii) T is continuous at some x0 ∈D (T ).

(iii) T is continuous.

PROOF. As (iii) implies (i), it would be sufficient for us to show that (i) ⇔ (ii)
and (i) ⇒ (iii) to conclude the proof.
We start by assuming that (i) holds. Let x0 ∈D (T ) be arbitrary and let {xn}n∈N ⊂
D (T ) be a sequence that converges to x0. Then {xn −x0}n∈N is a sequence in
D (T ) (which is a subspace) that converges to 0. As T is continuous at 0 we have
that

T xn −T x0 = T (xn −x0) −→
n→∞ T 0 = 0

or equivalently

T xn −→
n→∞ T x0.

Note that as x0 ∈D (T ) was arbitrary, we have proved that (i) implies (iii) which
implies (ii).
Assume now that (ii) holds and let {xn}n∈N ⊂D (T ) be a sequence that converges
to 0. Then, following the same ideas as above, the sequence {xn +x0} ⊂ D (T )
converges to x0 and due to the continuity of T at x0 we have that

T xn +T x0 = T (xn +x0) −→
n→∞ T x0.

Consequently

T xn −→
n→∞ 0 = T 0,

which shows (i). The proof is now complete. �

Looking at the proof above we notice that we have only used two properties
of the linearity of the operator:

• The fact that D (T ) is a subspace.
• The fact that for any x, y ∈D (T ) we have that T

(
x + y

)= T x +T y .
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The last property of linear operators, the adherence to scaling, would give
us another, extremely useful, property. The next theorem is motivated from our
discussion about equivalence of norms, in particular Lemma 1.6.4, and the fact
that for any linear operator T , the function x →‖T x‖ satisfies the scaling prop-
erty of a norm.

Theorem 2.2.2. Let X andY be two normed spaces and let T :D (T ) ⊂X→Y be
a linear operator. Then T is continuous at 0 if and only if there exists C > 0 such
that for all x ∈D (T ) we have that

‖T x‖ ≤C ‖x‖ .

PROOF. If such a C exists, then whenever x ∈D (T ) and ‖x‖ < δwe have that

‖T x −T 0‖ = ‖T x‖ ≤C ‖x‖ <Cδ.

Thus, for a given ε> 0 we have that for δ= ε
C , ‖T x‖ < ε whenever x ∈D (T ) and

‖x‖ < δ, which shows the desired continuity at 0.
To show the converse, we notice that since

‖T (αx)‖ = ‖αT x‖ = |α|‖T x‖
for any x ∈D (T ) and a scalar α, it is enough to show that there exist δ > 0 and
ε > 0 such that ‖T x‖ ≤ ε when ‖x‖ ≤ δ. Indeed, if that is the case then for any
0 6= x ∈D (T ) ∥∥∥∥T

(
δx

‖x‖
)∥∥∥∥≤ ε.

Since ∥∥∥∥T

(
δx

‖x‖
)∥∥∥∥= δ‖T x‖

‖x‖ .

the above implies that

‖T x‖ ≤ ε

δ
‖x‖ ,

which also clearly holds when x = 0, giving us the desired inequality for T with
C = ε

δ . Since T 0 = 0 finding such δ > 0 and ε > 0 follows immediately from
continuity at 0 (in fact for any ε > 0 we can find an appropriate δ > 0), and we
conclude the proof of our claim. �

Theorem 2.2.2 motivates the next definition:

Definition 2.2.3. Let X andY be two normed spaces and let T :D (T ) ⊂X→Y

be a linear operator. We say that T is a bounded operator if there exists C > 0
such that for any x ∈D (T ) we have that

(2.2) ‖T x‖ ≤C ‖x‖ .

Our study of the continuity of linear operators in normed spaces culminates
in the next theorem:

Theorem 2.2.4. Let X and Y be two normed spaces and let T : D (T ) ⊂X →Y

be a linear operator. Then the following are equivalent:

(i) T is continuous at x0 ∈D (T ).
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(ii) T is continuous at 0 ∈D (T ).
(iii) T is continuous.
(iv) T is bounded.
(v) supx∈D(T ), x 6=0

‖T x‖
‖x‖ <∞.

(vi) T is a Lipschitz on D (T ), i.e. there exists K > 0 such that∥∥T x −T y
∥∥≤ K

∥∥x − y
∥∥

for all x, y ∈D (T ).

It is conventional to refer to a linear operator that satisfies one, and as such all, of
the above criteria as a bounded (linear) operator.

PROOF. Parts (i) to (iv) are equivalent due to theorems 2.2.1 and 2.2.2. The
equivalence of (v) and (vi) to (iv) is immediate by the definition of the bounded-
ness of T and its linearity. Indeed, if (iv) holds then there exists C > 0 such that
for any x ∈D (T ) we have that ‖T x‖ ≤C ‖x‖. As such

sup
x∈D(T ), x 6=0

‖T x‖
‖x‖ ≤C <∞.

Moreover, for any x, y ∈D (T ) we have that x − y ∈D (T ) and∥∥T x −T y
∥∥= ∥∥T

(
x − y

)∥∥≤C
∥∥x − y

∥∥
which shows that (v) and (vi) hold.
Conversely, if C∞ = supx∈D(T ), x 6=0

‖T x‖
‖x‖ < ∞ we find, by definition, that for any

x 6= 0 in D (T )
‖T x‖
‖x‖ ≤C∞

which implies that ‖T x‖ ≤ C∞ ‖x‖ for any 0 6= x ∈ D (T ). As this inequality is
trivial when x = 0 we see that (v) implies (iv). Lastly, if (vi)holds then by choosing
y = 0 we see that

‖T x‖ = ‖T x −T 0‖ ≤ K ‖x −0‖ = K ‖x‖ ,

which shows the validity of (iv). The proof is now complete. �

Let us consider a few examples.

Example 2.2.5 (The identity operator is bounded). For any x ∈X we have that

‖IXx‖ = ‖x‖
and as such IX is bounded.

Example 2.2.6 (The zero operator is bounded). For any x ∈X we have that

‖0x‖ = ∥∥0Y
∥∥= 0 ≤ ‖x‖

and as such the zero operator is bounded.

Example 2.2.7 (Differentiation of polynomials is not bounded). Consider the de-
rivative operator D : (P[x],‖·‖∞) → (C [0,1] ,‖·‖∞). For every n ∈Nwe have that

D
(
xn)= nxn−1.
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Since ‖xn‖∞ = ∥∥xn−1
∥∥∞ = 1 for any n ∈Nwe see that

sup
p∈P[x], p 6=0

∥∥Dp
∥∥∞∥∥p

∥∥∞ ≥ sup
n∈N

‖D (xn)‖∞∥∥xn−1
∥∥∞ = sup

n∈N
n =∞.

We conclude, then, that D is not a bounded operator.

Example 2.2.8 (Matrices). The matrix induced operator TA : (Rn ,‖·‖) → (
Rm , ‖̃·‖),

defined by
TA x = Ax

where A is an m ×n matrix, is a bounded operator.

The fact that the linear operator TA iis bounded is not too shocking. This
will always happen when we have a linear operator whose domain is finite di-
mensional:

Theorem 2.2.9. Let X and Y be two normed spaces and let T : D (T ) ⊂X →Y

be a linear operator. If dimD (T ) <∞ then T is bounded.

An additional useful property of bounded operators is the following:

Theorem 2.2.10. Let X and Y be two normed spaces and let T : D (T ) ⊂X→Y

be a bounded linear operator. If D (T ) is closed then N (T ) is a closed subspace of
D (T ).

PROOF. From Lemma 2.1.9 we known that N (T ) is a subspace of D (T ). To
show that it is closed we notice that if {xn}n∈N ⊂ N (T ) converges to a point x
then since D (T ) is closed we have that x ∈D (T ) and since T is continuous

0 = T xn −→
n→∞ T x.

Thus T x = 0, or equivalently x ∈N (T ). �

REMARK 2.2.11. While the null space of a bounded operator is always closed
when its domain is, the topological properties of its range are less certain.
Example for an operator with closed range: Since any finite dimension vector
space is complete, and as such closed according to Theorem 1.6.12, we conclude
that any bounded linear operator with finite dimensional range has a closed
range. For example: Let H be an inner product space and let {e1, . . . ,en} be an
orthonormal set in H. The operator T : H →H defined by T x = ∑n

i=1 〈x,ei 〉ei

is linear and its range is

R (T ) = span{e1, . . . ,en} = span{e1, . . . ,en}.

Example for an operator whose range is not closed: Consider the space `1 (N) with
its standard norm and the operator T : `1 (N) → `1 (N) given by

T a =
(
a1,

a2

2
, . . . ,

an

n
, . . .

)
.

We have that
‖T a‖1 =

∑
n∈N

∣∣∣ an

n

∣∣∣≤ ∑
n∈N

|an | = ‖a‖1 ,
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which both shows that T is well defined and that it is bounded (its linearity is
also straight forward to show, but we won’t do it here). Denoting by

an =
(
1,

1

2
, . . . ,

1

n
,0,0, . . .

)
, bn =

(
1,

1

4
, . . . ,

1

n2 ,0,0, . . .

)
,

a =
(
1,

1

2
, . . . ,

1

n
,

1

n +1
, . . .

)
, b =

(
1,

1

4
, . . . ,

1

n2 ,
1

(n +1)2 , . . .

)
,

we notice that {an}n∈N , {bn}n∈N and b are all in `1 (N) but a 6∈ `1 (N). Moreover

T (an) = bn −→
n→∞ b,

which shows that b ∈ R (T ). b, however, can’t be in R (T ). Indeed had there
been x ∈ `1 (N) such that T x = b then we must have had that xn

n = bn for all
n ∈N, which would have meant that x = a 6∈ `1 (N). Thus, R (T ) is not closed.

We conclude this section with an important theorem about the ability to
extend bounded operators from D (T ) to its closure (where we can always apply
Theorem 2.2.10):

Theorem 2.2.12. Let X and Y be two normed spaces and let T : D (T ) ⊂X→Y

be a bounded linear operator. If Y is a Banach space, then T can be uniquely
extended to D (T ), i.e. there exists a unique linear bounded operator T̃ : D (T ) ⊂
X→Y such that T̃ |D(T ) = T . Moreover

(2.3) sup
x∈D(T ), x 6=0

∥∥T̃ x
∥∥

‖x‖ = sup
x∈D(T ), x 6=0

‖T x‖
‖x‖ .

PROOF. We will sketch the proof here and leave some details to the reader.
Step 1: For any x ∈D (T ) \D (T ) we find a sequence {xn}n∈N ⊂D (T ) that con-
verges to x. Since

‖T xn −T xm‖ ≤C ‖xn −xm‖
for some C > 0, we see that {T xn}n∈N is a Cauchy sequence in Y. As Y is com-
plete there exists y ∈Y such that T xn −→

n→∞ y . It can be shown that y is indepen-

dent of the choice of sequence {xn}n∈N ∈D (T ) that converged to x and as such
we can define

T̃ x =
{

T x, x ∈D (T ) ,

limn→∞ T xn , x ∈D (T ) \D (T ) , {xn}n∈N ⊂D (T ) converges to x.

Step 2: We show that T̃ is linear.
Step 3: Identity (2.3), which follows from the fact that a supermum over a set
equals the supremum over its closure, holds and Theorem 2.2.4 imply the bound-
edness of T̃ .
Step 4: The uniqueness of the extension follows from the fact that it is continu-
ous on D (T ) and equals to T on D (T ). �
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2.3. The space of bounded linear operators B
(
X,Y

)
The linear properties of linear operators and the linear structure on which

they are defined allows us to define a linear structure on the set of linear opera-
tors:

Definition 2.3.1. Let X and Y be two vector spaces over the same field. We
denote by L

(
X,Y

)
the set of all linear operators from X into Y and define two

operation in L
(
X,Y

)
:

The operator additions of two elements T,S ∈ L
(
X,Y

)
, denoted by T +S, is the

operator T +S :X→Y defined by

(T +S) x = T x +Sx.

The scalar multiplication of an operator T ∈ L
(
X,Y

)
by a scalar α, denoted by

αT , is the operator αT :X→Y defined by

(αT ) x =α ·T x.

The following has been shown in Linear Algebra I:

Theorem 2.3.2. LetX andY be two vector spaces over a field F. Then L
(
X,Y

)
is a

vector space with the operator addition and scalar multiplication of an operator.
The additive zero is the zero operator and the additive inverse of a linear operator
T ∈ L

(
X,Y

)
is the operator −T = (−1) ·T .

L
(
X,Y

)
is not the space we are truly interested in as it doesn’t necessarily

adhere to the topology of our normed spaces. We are, however, interested in its
following subset:

Definition 2.3.3. Let X and Y be two normed spaces over the same field. We
denote by B

(
X,Y

)
the set of all bounded linear operators from X into Y. In

particular, the domain of any operator in B
(
X,Y

)
is X.

REMARK 2.3.4. It is important to mention that not only are unbounded op-
erators extremely interesting in their own right, but they appear in many of the
applications of Functional Analysis. A lot of their study, however, is influenced
by the study of bounded operators (which also provide some interesting contrast
at many point) so our efforts in studying such operators will be far from wasted.

As B
(
X,Y

)
is a subset of L

(
X,Y

)
it is automatically imbued with opera-

tions of addition and scalar multiplication. The natural question about B
(
X,Y

)
’s

linear structure is answered in the next theorem.

Theorem 2.3.5. Let X and Y be two normed spaces over the same field. Then
B

(
X,Y

)
is a vector space under the addition of operators and scalar multiplica-

tion of an operator operations.

PROOF. As B
(
X,Y

)
is subset of a vector space, it is enough for us to check

that

• B
(
X,Y

)
is not empty.

• B
(
X,Y

)
is closed under addition.
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• B
(
X,Y

)
is closed under scalar multiplication.

As the zero operator is a bounded operator we conclude that B
(
X,Y

)
is never

empty. Next we’ll consider the closure under addition and scalar multiplication.
Let T,S be in B

(
X,Y

)
. Then there exist C1,C2 > 0 such that

‖T x‖ ≤C1 ‖x‖ , ‖Sx‖ ≤C2 ‖x‖ .

Using the triangle inequality, we find that

‖(T +S) x‖ = ‖T x +Sx‖ ≤ ‖T x‖+‖Sx‖ ≤ (C1 +C2)‖x‖ ,

which shows that T +S is also a bounded operator, i.e. T +S ∈ B
(
X,Y

)
.

Moreover, if α is a scalar and T ∈ B
(
X,Y

)
then

‖(αT ) x‖ = ‖α ·T x‖ = |α|‖T x‖ ≤ (|α|C )‖x‖ ,

where C > 0 is a constant such that ‖T x‖ ≤ C ‖x‖ for all x ∈ X, showing that
αT ∈ B

(
X,Y

)
.

We conclude that as B
(
X,Y

)
is closed under addition and scalar multiplication,

and contains the zero vector, it must be a subspace. �

B
(
X,Y

)
is more than a mere subspace - it is in fact a normed space.

Theorem 2.3.6. The function ‖·‖ : B
(
X,Y

)→R+ defined by

‖T ‖ = inf{C > 0 |‖T x‖ ≤C ‖x‖ ∀x ∈X }

is a norm on B
(
X,Y

)
. Moreover,

(2.4) ‖T ‖ = sup
x 6=0

‖T x‖
‖x‖ = sup

‖x‖=1
‖T x‖ .

Identity (2.4) lies in the heart of the proof of the above theorem, and is im-
portant in its own right. We will start by proving a generalisation of it which
holds even if the domain of our operator is not the entire space.

Lemma 2.3.7. Let X and Y be two normed spaces over the same field, and let
T :D (T ) ⊂X→Y be a bounded operator. Then

(2.5) ‖T ‖ = sup
x∈D(T ), x 6=0

‖T x‖
‖x‖ = sup

x∈D(T ) ,‖x‖=1
‖T x‖

where

(2.6) ‖T ‖ = inf
{

C > 0
∣∣∣‖T x‖ ≤C ‖x‖ ∀x ∈D (T )

}
.

PROOF. We have seen in the proof of Theorem 2.2.4 that if T is bounded then

sup
x∈D(T ), x 6=0

‖T x‖
‖x‖ ≤C <∞,

meaning the middle term in (2.5) is well defined and finite. Moreover

(2.7) sup
x∈D(T ), ‖x‖=1

‖T x‖ = sup
x∈D(T ), ‖x‖=1

‖T x‖
‖x‖ ≤ sup

x∈D(T ), x 6=0

‖T x‖
‖x‖ <∞.
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Additionally, since for any x 6= 0

‖T x‖
‖x‖ =

∥∥∥∥ 1

‖x‖ ·T x

∥∥∥∥=

∥∥∥∥∥∥∥∥∥T

 x

‖x‖︸︷︷︸
unit norm


∥∥∥∥∥∥∥∥∥

we find that for any x 6= 0

‖T x‖
‖x‖ ≤ sup

x∈D(T ), ‖x‖=1
‖T x‖ ,

and taking supremum on the above we conclude that

(2.8) sup
x∈D(T ), x 6=0

‖T x‖
‖x‖ ≤ sup

x∈D(T ), ‖x‖=1
‖T x‖

Combining (2.7) and (2.8) gives us

sup
x∈D(T ), x 6=0

‖T x‖
‖x‖ = sup

x∈D(T ) ,‖x‖=1
‖T x‖ .

Thus, to conclude our proof, we are only left with showing that

‖T ‖ = sup
x∈D(T ), x 6=0

‖T x‖
‖x‖ .

As we’ve mentioned above, if C > 0 satisfies ‖T x‖ ≤C ‖x‖ for any x ∈D (T ) then

sup
x∈D(T ), x 6=0

‖T x‖
‖x‖ ≤C ,

and by taking infimum over such C−s we find that

sup
x∈D(T ), x 6=0

‖T x‖
‖x‖ ≤ ‖T ‖ .

Conversely, by definition, for any x ∈D (T ) that is not the zero vector we have
that

‖T x‖ = ‖T x‖
‖x‖ ·‖x‖ ≤

(
sup

x∈D(T ), x 6=0

‖T x‖
‖x‖

)
‖x‖ ,

and consequently if supx∈D(T ), x 6=0
‖T x‖
‖x‖ > 0 then

sup
x∈D(T ), x 6=0

‖T x‖
‖x‖ ∈ {C > 0 |‖T x‖ ≤C ‖x‖ ∀x ∈X }

which implies that

‖T ‖ ≤ sup
x∈D(T ), x 6=0

‖T x‖
‖x‖ ,

If, on the other hand, supx∈D(T ), x 6=0
‖T x‖
‖x‖ = 0, then for any x ∈ D (T ) such that

x 6= 0 we have that

0 ≤ ‖T x‖ ≤
(

sup
x∈D(T ), x 6=0

‖T x‖
‖x‖

)
‖x‖ = 0,
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i.e. T x = 0. As T 0 = 0 we conclude that T x = 0 for any x ∈D (T ), or that T is the
zero operator. Thus, for any ε> 0 we find that

0 = ‖T x‖ ≤ ε‖x‖ , ∀x ∈D (T ) .

This means that
ε ∈ {C > 0 |‖T x‖ ≤C ‖x‖ ∀x ∈X }

for any ε> 0 which implies, that

0 ≤ ‖T ‖ = inf{C > 0 |‖T x‖ ≤C ‖x‖ ∀x ∈X } = 0.

Thus, again,

‖T ‖ ≤ sup
x∈D(T ), x 6=0

‖T x‖
‖x‖ ,

and the proof is complete. �

PROOF OF THEOREM 2.3.6. We have shown the validity of (2.4) in Lemma
2.3.7 and as such we’re only left to show that ‖·‖ is indeed a norm.
By its definition, ‖T ‖ ≥ 0 for any T ∈ B

(
X,Y

)
. We have seen in the proof of

Lemma 2.3.7 that if

‖T ‖ = sup
x 6=0

‖T x‖
‖x‖ = 0

then T is the zero operator. Thus property n 1 is shown.
Next we consider the scaling property n 2: Using (2.4) again we see that for any
scalar α

‖αT ‖ = sup
x 6=0

‖α ·T x‖
‖x‖ = sup

x 6=0

|α|‖T x‖
‖x‖ = |α|sup

x 6=0

‖T x‖
‖x‖ = |α|‖T ‖ .

Lastly, we will show that the triangle inequality, property n 3, holds - again with
the help of (2.4). For any T,S ∈ B

(
X,Y

)
we have that for any x 6= 0

‖(T +S) x‖
‖x‖ = ‖T x +Sx‖

‖x‖ ≤ ‖T x‖+‖Sx‖
‖x‖ = ‖T x‖

‖x‖ + ‖Sx‖
‖x‖

≤ sup
x 6=0

‖T x‖
‖x‖ + sup

x 6=0

‖Sx‖
‖x‖ = ‖T ‖+‖S‖ .

Taking supremum on the left hand side of the above yields

‖T +S‖ = sup
x 6=0

‖(T +S) x‖
‖x‖ ≤ ‖T ‖+‖S‖ ,

which concludes the proof. �

REMARK 2.3.8. It is also worth to mention the following consequences of
Lemma 2.3.7 and Theorem 2.3.6:

•
• ‖T ‖ = inf

{
C > 0

∣∣∣‖T x‖ ≤C ‖x‖ ∀x ∈D (T )
}
= min

{
C ≥ 0

∣∣∣‖T x‖ ≤C ‖x‖ ∀x ∈D (T )
}

.

Note that to move from the infimum to the minimum we need to in-
clude the case C = 0 which corresponds to T = 0.

• For any x ∈D (T ) we have that ‖T x‖ ≤ ‖T ‖‖x‖.
• If ‖T x‖ ≤C ‖x‖ for all x ∈D (T ) then ‖T ‖ ≤C .
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• For any x0 ∈D (T ) such that x0 6= 0 we have that ‖T ‖ ≥ ‖T x0‖
‖x0‖ . Alterna-

tively, for any x0 ∈D (T ) such that ‖x0‖ = 1 we have that ‖T ‖ ≥ ‖T x0‖.

Besides being useful in showing that ‖T ‖ is indeed a norm, identities (2.4) and
(2.5) are a powerful computational tool that allows us to actually compute ‖T ‖.
It will be the main (if not sole) tool we will use in this part of the module to do so.
Indeed, from the above observation we note that to compute ‖T ‖ it is enough to
find C > 0 such that

‖T x‖ ≤C ‖x‖ , ∀x ∈D (T )

and
‖T x0‖ =C , for some x0 ∈D (T ) such that ‖x0‖ = 1.

The second condition can be replaced by finding a sequence {xn}n∈N ⊂ D (T )
such that ‖xn‖ = 1 for all n ∈N and limn→∞ ‖T xn‖ =C .
We finish this remark by mentioning that we’ve seen that any bounded linear
operator T can be extended from its domain D (T ) to its closure. This extension,
T̃ , satisfied

sup
x∈D(T ), x 6=0

∥∥T̃ x
∥∥

‖x‖ = sup
x∈D(T ), x 6=0

‖T x‖
‖x‖

which implies that the the extension has the same norm as the original operator,
i.e. that

∥∥T̃
∥∥= ‖T ‖.

Let us consider a few examples:

Example 2.3.9 (Norm of the identity operator). The identity operator satisfies

‖IX‖ = 1.

Example 2.3.10 (Norm of the zero operator). The zero operator satisfies

‖0‖ = 0.

Example 2.3.11 (Norm of integration operator). The integration operator T : (C [a,b] ,‖·‖∞) →
(C [a,b] ,‖·‖∞) defined by

T f (x) =
∫ x

a
f (t )d t .

satisfies
‖T ‖ = b −a.

Since B
(
X,Y

)
has been shown to be a normed space, the next natural ques-

tion in the setting on Functional Analysis is: Is the space a Banach space? This is
answered in the following theorem:

Theorem 2.3.12. Let X and Y be a normed spaces over the same field. If Y is a
Banach space then B

(
X,Y

)
is a Banach space under the operator norm.

PROOF. Theorems 2.3.5 and 2.3.6 show that B
(
X,Y

)
is a normed space with

the operator norm. We are only left to show that the space is complete. Assume
that {Tn}n∈N ⊂ B

(
X,Y

)
is Cauchy. Since for any x ∈X we have that

‖Tn x −Tm x‖ = ‖(Tn −Tm) x‖ ≤ ‖Tn −Tm‖‖x‖
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we conclude that {Tn x}n∈N is Cauchy for any x ∈X. Indeed, for a given 0 6= x ∈X
and ε> 0 we can find n0(x) ∈N such that for any n,m ≥ n0(x)

‖Tn −Tm‖ ≤ ε

‖x‖ .

Consequently, for any n,m ≥ n0(x)

‖Tn x −Tm x‖ ≤ ‖Tn −Tm‖‖x‖ < ε.

When x = 0 we have that Tn0 = 0 and as such not only Cauchy - but in fact con-
verges to 0.
Since {Tn x}n∈N ⊂Y is Cauchy for any x and sinceY is complete, {Tn x}n∈N must
converge for any x ∈X to some element yx ∈Y. We can therefore define a new
map T :X→Y by

T x = lim
n→∞Tn x,

which we will now show is a linear bounded operator.
Given x1, x2 ∈ X we have that due to the linearity of every element of the se-
quence {Tn}n∈N

T (x1 +x2) = lim
n→∞Tn (x1 +x2) = lim

n→∞ (Tn x1 +Tn x2)

= lim
n→∞Tn x1 + lim

n→∞Tn x2 = T x1 +T x2.

Similarly, for any x ∈X and a scalar α

T (αx) = lim
n→∞Tn (αx) = lim

n→∞αTn x =α lim
n→∞Tn x =αT x,

which shows the desired linearity of T .
To show the boundedness of T we will use the fact that every Cauchy sequence
in a metric space is bounded and as such

sup
n∈N

‖Tn‖ = M <∞.

Consequently, for any x ∈X
‖T x‖ = lim

n→∞‖Tn x‖ = liminf
n→∞ ‖Tn x‖ ≤ liminf

n→∞ (‖Tn‖‖x‖)

=
(
liminf

n→∞ ‖Tn‖
)
‖x‖ ≤ M ‖x‖ ,

which, according to the definition, shows that T is bounded.
To conclude the proof, we only need to show that the sequence {Tn}n∈N con-
verges to T in the operator norm. Since {Tn}n∈N is Cauchy we can find n0 ∈N for
any ε > 0 such that ‖Tn −Tm‖ < ε

2 whenever n,m ≥ n0. As such, for any x ∈X

and any n ≥ n0

‖T x −Tn x‖ = lim
m→∞‖Tm x −Tn x‖ ≤

(
liminf
m→∞ ‖Tm −Tn‖

)
‖x‖ ≤ ε

2
‖x‖ .

Consequently, by definition, for any n ≥ n0

‖T −Tn‖ ≤ ε

2
< ε,

which shows the desired convergence. The proof is now complete. �
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REMARK 2.3.13. A key ingredient of the above proof is the fact that {Tn}n∈N
was Cauchy in the operator norm, i.e. uniformly with respect to x. We have
strongly used the fact that

‖Tn x −Tm x‖ ≤ ‖Tn −Tm‖︸ ︷︷ ︸
small independently of x

‖x‖

in order to show that {Tn}n∈N converges to T in the operator norm. Had we only
known that for every x ∈X {Tn x}n∈N converges to T x (pointwise convergence)
we wouldn’t have been able to conclude that {Tn}n∈N converges to T in the opera-
tor norm. Indeed, consider the case where our space is a Hilbert space, H, with
a countable orthonormal basis B= {en}n∈N. We define Tn :H→H by

Tn x =
n∑

i=1
〈x,ei 〉ei .

Tn is clearly linear for any n ∈N and according to Pythagoras theorem and Par-
seval’s identity we have that

‖Tn x‖2 =
n∑

i=1
|〈x,ei 〉|2 ≤

∑
i∈N

|〈x,ei 〉|2 = ‖x‖2

which shows that {Tn} ⊂ B (H,H).
Since B is an orthonormal basis we have that for any x ∈X

Tn x =
n∑

i=1
〈x,ei 〉ei −→

n→∞
∑
i∈N

〈x,ei 〉ei = x.

We claim, however, that {Tn}n∈N doesn’t converge to IH , the identity operator,
in norm. The main problem is that the convergence above is not uniform in x.
Indeed, noticing that NTn = {e1, . . . ,en}⊥ we see that

‖Tn − IH‖ = sup
‖x‖=1

‖Tn x −x‖ ≥ ‖Tnen+1 −en+1‖ = ‖en+1‖ = 1

which shows that no convergence is possible.

Before continuing, it is worth to mention that much like linear operators in
finite dimensions, one can compose bounded operators from X toY with ones
fromY to Z. This is expressed in the next theorem:

Theorem 2.3.14. Let X, Y and Z be normed spaces and let T ∈ B
(
X,Y

)
and

S ∈ B
(
Y,Z

)
. Then S ◦T ∈ B (X,Z) and

(2.9) ‖S ◦T ‖ ≤ ‖S‖‖T ‖ .

Consequently for any T ∈ B (X,X) the operator

T n = T ◦T ◦ · · · ◦T︸ ︷︷ ︸
n times

is well defined, belongs to B (X,X), and satisfies∥∥T n
∥∥≤ ‖T ‖n .
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The last question we ask ourselves, before concluding this section, is whether
or not a basis for B

(
X,Y

)
exists when ones for X and Y do. This question is

motivated by the following finite dimensional theorem:

Theorem 2.3.15. Let X andY be two vector spaces and let T :X→Y be a linear
operator. If BX = {e1, . . . ,en} is a basis for X then T is uniquely determined by
the set {Tei }i=1,...,n . If, in addition, BY = {u1, . . . ,um} is a basis for Y then the
operators Ti j :X→Y defined as the linear extension of

T (i , j )ek =
{

u j , k = i ,

0, k 6= i ,

form a basis to B
(
X,Y

)
.

The most natural extension to a finite dimensional basis will be a Shcauder
basis. If X is a Banach space with Schauder basis, B = {en}n∈N, the first state-
ment of the above theorem remains valid when T ∈ B

(
X,Y

)
. Indeed, due the

continuity of T and the unique expansion

x = ∑
n∈N

αn(x)en

we find that

(2.10)

T x = T

(
lim

N→∞

N∑
n=1

αn(x)en

)
= lim

n→∞T

(
N∑

n=1
αn(x)en

)

= lim
N→∞

N∑
n=1

αn(x)Ten = ∑
n∈N

αn(x)Ten ,

where the existence of the limit limN→∞
∑N

n=1αn(x)Ten is assured from the con-
vergence of

∑N
n=1αn(x)en to x and the continuity of T .

A basis connection, however, is not possible in the general case, even whenY is
extremely simple. We will see this shortly.

2.4. Linear functional and the Dual space

One extremely important type of bounded linear operators is bounded lin-
ear functionals, i.e. linear operators from our space to its underlying field. The
Banach space associated to these operators, known as the dual space, is inti-
mately connected to the space on which these operators are defined.

Definition 2.4.1. Let X be a vector space over a field F. A linear functional is a
linear operator f : D

(
f
) ⊂ X → F. When the X is also normed we say that a

functional f is bounded if there exists C > 0 such that for all x ∈D(
f
)∣∣ f (x)

∣∣≤C ‖x‖ .

In that case we define the (operator) norm of f as∥∥ f
∥∥= inf

{
C > 0

∣∣∣∣ f (x)
∣∣≤C ‖x‖ ∀x ∈D(

f
)}

.

The space B (X,F), which is a Banach space according to Theorem 2.3.12, is
known as the dual space of X and is denoted by X∗.
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Note that for functionals we tend to write f (x) and not f x to avoid confu-
sion.

REMARK 2.4.2. According to theorem 2.3.6 we have that∥∥ f
∥∥= sup

x 6=0

∣∣ f (x)
∣∣

‖x‖ = sup
‖x‖=1

∣∣ f (x)
∣∣ .

REMARK 2.4.3. One can also define the algebraic dual of a vector space X,
X′, as the space L (X,F). While there is no difference between this space and
X∗ when X is finite dimensional, X∗ ⊂

6=
X′ in general.

Example 2.4.4 (Inner product is a bounded linear functional). LetH be an inner
product space over a field F and let y ∈H. The function fy :H→ F defined by

fy (x) = 〈
x, y

〉
is a bounded linear functional. In fact, as you saw in Analysis III (and we will
mention it again shortly) any bounded linear functional on a Hilbert space is of
this form.

Example 2.4.5 (The “delta” functional). Consider the Banach space (C [a,b] ,‖·‖∞).
For any x0 ∈ [a,b] the functional δx0 : C [a,b] → F defined by

δx0 ( f ) = f (x0).

is a bounded linear functional. δx0 is known as the delta functional at x0. It
appears in other contexts as well.

Example 2.4.6 (The definite integral). Consider the Banach space (C [a,b] ,‖·‖∞)
over R. The functional I : C [a,b] →R defined by

I ( f ) =
∫ b

a
f (x)d x.

is a bounded linear funcitonal.

A question one might ask at this point is: Why do we call X∗ the dual space?
The answer to that question lies in the next theorem, which is an immediate
consequence of Theorem 2.3.15.

Theorem 2.4.7. Let X be a vector space over a field F and let f :X→ F be a linear
functional. If BX = {e1, . . . ,en} is a basis for X then f is uniquely determined by
the numbers

{
f (ei )

}
i=1,...,n . Moreover, the functionals

{
f (1), . . . , f (n)

}
defined by

f ( j )

(
n∑

i=1
αi ei

)
=α j ,

form a basis to X∗.

REMARK 2.4.8. The duality we refer to in the name “dual space” is the fact
that the basis {e1, . . . ,en} is mirrored in X∗ by the basis

{
f (1), . . . , f (n)

}
. A simple

way to think about
{

f (1), . . . , f (n)
}

is to notice that

f (i ) (e j
)= δi , j
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whereδi , j is the Kronecker delta, and as such the connection between {e1, . . . ,en}
and

{
f (1), . . . , f (n)

}
is similar to an orthonormality condition.

Moreover, the linear operator D :X→X∗ defined as

D

(
n∑

i=1
αi ei

)
=

n∑
i=1

αi f (i )

is an injective linear operator between two vector spaces of the same dimension
- and as such is a bijection.

Can we extend the above to infinite dimensional spaces that have a Schauder
basis? Are we able to build a dual basis?

A partial positive result to our question is given in the following theorem,
whose proof relies heavily on one of the fundamental theorems of Functional
Analysis which we will discuss in the next chapter:

Theorem 2.4.9. Let X be a Banach space with Schauder basis B= {en}n∈N. Then
there exists a unique sequence

{
f (n)

}
n∈N ⊂X∗ such that f (n)

(
e j

)= δn, j .

The problem is, however, that the above sequence
{

f (n)
}

n∈N is not always a
Schauder basis for X∗. In fact, there are cases where X has a Shchauder basis
while X∗ is not separable, and as such can have no Schauder basis. We will see
an example shortly.

While the notion of X∗ seems complicated, there are some simple and pro-
totypical cases where we are able to find X∗ explicitly. We start with the “sim-
plest” case of Hilbert spaces - i.e. we start with Riesz’s representation theorem.

Theorem 2.4.10 (Riesz’s representation theorem for Hilbert spaces). Let H be a
Hilbert space and let f ∈H∗. Then there exists a unique y ∈H such that

(2.11) f (x) = fy (x) = 〈
x, y

〉
.

Moreover,
∥∥ f

∥∥= ∥∥ fy
∥∥= ∥∥y

∥∥.

This has been shown in Analysis III.

REMARK 2.4.11. Riesz’s representation theorem is sometimes written asH∗ =
H which is to be understood as the identification of elements of H as the “gen-
erators” of H∗.

Looking at the above one may wonder if the “equality”H∗ =H is more than
just notational writing. Are H and H∗ indeed “equal” in some sense, in which
case we would conclude that H∗ is in fact Hilbert space and not only a Banach
space? The short answer for this question is Almost?. A more detailed answer is
given in the next theorem.

Theorem 2.4.12. Let H be a Hilbert space. Define the map I :H→H∗ by

Iy = fy

where the functional fy was defined in (2.11). Then I is a conjugate linear bijec-
tion between H and H∗, i.e. I is a bijection such that for any y1, y2 ∈H and a
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scalar α we have that

I
(
y1 + y2

)=Iy1 +Iy2, I
(
αy

)=αIy.

Moreover ∥∥Iy
∥∥
H = ∥∥y

∥∥
H .

Consequently, we can define an inner product on H∗ which induces the norm on
the space by

(2.12)
〈

f , g
〉= 〈

I−1 f ,I−1g
〉
H ,

making H∗ into a Hilbert space.

REMARK 2.4.13. Two normed spaces, (X,‖·‖X) and
(
Y,‖·‖Y

)
, are called iso-

metric if there exists a linear bijection between them T :X→Y such that

‖T x‖Y = ‖x‖X
for any x ∈ X. In that case (X,‖·‖X) and

(
Y,‖·‖Y

)
are topologically isometric

- meaning that all topological properties such as convergence, completeness,
separability and etc. are exactly the same. T is known as an isometry. One can
also extend the above to inner product spaces.
The above theorem tells us thatH andH∗ are not isometric, but are “conjugate
isometric”. That is still enough to get all the analytic and geometric structure to
be (almost) identical.

It is worth to mention that Riesz’ representation theorem and the above
observation motivate another frequently used notation in Functional Analysis.
Given x ∈X and f ∈X∗ we denote by

〈
f , x

〉
the expression f (x). We, however,

will not use this notation in our part of the module.

We continue with two more examples for explicit dual spaces.

Theorem 2.4.14 (Riesz representation theorem for Lp ). Let E ⊂ Rn be a measur-
able set and let p ∈ [1,∞) be given. For any bounded linear functional I : Lp (E) →
C there exists g ∈ Lq (E), where q is the Hölder conjugate of p, such that

I
(

f
)= ∫

E
f (x)g (x)d x.

Moreover, ‖I‖ = ∥∥g
∥∥

Lq (E) .

The proof of this theorem was shown in Analysis III for n = 1 and remains
the same for n > 1. Much like in the Hilbert case, it is common to express the
above by writing

Lp (E)∗ = Lq (E)

for p ∈ [1,∞). While we won’t consider the proof here, we’d like to add that it is
fairly straight forward to show that L∞ (E)∗ 6= L1 (E).

We will conclude this section with the investigation of the dual spaces of the
`p (N) spaces.
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Theorem 2.4.15. Let 1 ≤ p ≤∞ be given, and let 1 ≤ q ≤∞ be its Hölder conju-
gate. For any b ∈ `q (N) we have that

fb (a) =
∑

n∈N
anbn

is an element of `p (N)∗ that satisfies
∥∥ fb

∥∥ ≤ ‖b‖q . Moreover, for any f ∈ `p (N)∗
with p 6=∞ there exists a unique b ∈ `q (N) such that f = fb . In that case we also
find that

(2.13)
∥∥ f

∥∥= ∥∥ fb
∥∥= ‖b‖q .

Much like with Lebesgue spaces, Theorem 2.4.15 is usually expressed by the
(slightly misleading) notation

`p (N)∗ = `q (N) .

PROOF. We start by noticing that the discrete Hölder inequality∑
n∈N

|an | |bn | ≤ ‖a‖p ‖b‖q

shows that fb is a well defined map from `p (N) to F, and gives us the estimate

(2.14)
∥∥ fb

∥∥≤ ‖b‖q ,

once we have show that fb is linear. The linearity of fb is straight forward to show
due to the absolute convergence of all involved sum. Indeed, for any a,c ∈ `p (N)
we have that

fb (a +c) =
∑

n∈N
(an + cn)bn = ∑

n∈N
anbn + ∑

n∈N
cnbn = fb (a)+ fb (c) .

Similarly, for any a ∈ `p (N) and a scalar α we have that

fb (αa) =
∑

n∈N
(αan)bn =α ∑

n∈N
anbn =α fb (a) .

We thus turn our attention to the second part of the statement.
Let f be a functional in `p (N)∗ for some 1 ≤ p <∞. Due to the continuity of f
and the fact that B= {en}n∈N defined by

(en)k =
{

1, k = n,

0, k 6= n,

is a Schauder basis for `p (N) with the expansion

a = ∑
n∈N

anen where a = (a1, a2, . . . ) ,

we find that for any a ∈ `p (N)

f (a) =
∑

n∈N
an f (en) = fb (a) ,

where b =
{

f (en)
}

n∈N. If we’ll show that b ∈ `q (N) we will conclude the existence

of the representation claimed in the theorem.
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At this point we will have to consider two cases: p = 1 and 1 < p <∞.
p = 1: In this case we have that q = ∞. For a given N ∈ N we notice that by

choosing b(N )∞ = e i Arg(bN )eN
1, which is in `1 (N), we find that

|bN | = ∑
n∈N

(
b(N )
∞

)
n bn = f

(
b(N )
∞

)≤ ∥∥ f
∥∥∥∥b(N )

∞
∥∥

1︸ ︷︷ ︸
=1

= ∥∥ f
∥∥ .

As N ∈Nwas arbitrary we conclude that

‖b‖∞ = sup
n∈N

|bn | ≤
∥∥ f

∥∥ .

1 < p <∞: In this case we have that 1 < q <∞. For a given N ∈ N we consider

the sequence b(N )
q defined by

b(N )
q =

{
e i Arg(bn )bq−1

n , n ≤ N ,

0, n > N ,

and find that ∥∥∥b(N )
q

∥∥∥
p
=

(
N∑

n=1
|bn |p(q−1)

) 1
p

=
(

N∑
n=1

|bn |q
) 1

p

.

Since b(N )
q ∈ `p (N), as a (finite) linear combination of the standard basis of`p (N),

we see that ∑
n∈N

(
b(N )

q

)
n

bn︸ ︷︷ ︸
=∑N

n=1|bn |q−1|bn |=∑N
n=1|bn |q

≤ ∥∥ f
∥∥∥∥∥b(N )

q

∥∥∥
p

= ∥∥ f
∥∥(

N∑
n=1

|bn |q
) 1

p

.

As the above holds for any N ∈Nwe conclude that2(
N∑

n=1
|bn |q

) 1
q

≤ ∥∥ f
∥∥ ∀N .

Taking N to infinity shows that b ∈ `q (N) and that

(2.15) ‖b‖q ≤ ∥∥ f
∥∥ .

We conclude that any f ∈ `p (N)∗ can be written as fb for some b ∈ `q (N) and
combining (2.14) and (2.15) shows that∥∥ f

∥∥= ∥∥ fb
∥∥= ‖b‖q .

We are only left with the uniqueness of the representation. This follows imme-
diately from the above, the fact that if b1,b2 ∈ `q (N) then b1−b2 ∈ `q (N) and the
fact that

fb1 − fb2 = fb1−b2 .

Indeed, if fb1 = fb2 then

0 = ∥∥ fb1 − fb2

∥∥= ∥∥ fb1−b2

∥∥= ‖b1 −b2‖q ,

1where we define Arg(0) = 0
2recall that 1− 1

p = 1
q .
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which implies that b1 = b2. �

Theorem 2.4.15 tell us that the dual of `1 (N) is `∞ (N) and that for any f ∈
`1 (N)∗ there exists b ∈ `∞ (N) such that f = fb and

∥∥ fb
∥∥= ‖b‖∞. This automati-

cally implies that `1 (N)∗ can not separable.
An immediate consequence of this observation is an answer to the question
about the existence of a dual basis to a space with Schauder basis: `1 (N) has
a Shcauder basis yet its dual is not separable and as such can’t have a Schauder
basis (let alone the one we found in Theorem 2.4.9).

We are naturally curious about the dual space of `∞ (N). The next theorem
indicates that it more complicated than we would have wished:

Theorem 2.4.16. There exists a functional in `∞ (N)∗ that is not of the form fb

with b ∈ `1 (N).

The proof of the above relies on the following theorem, which is given with-
out a proof:

Theorem 2.4.17. Let X be a Banach space. If X∗ is separable then so is X.

2.5. Weak and Weak-∗ Convergence

WhileX andX∗ have a normed structure, it is usually too constricting to get
some appealing topological properties such as a compactness criterion. Both
spaces, however, do feature a “weaker” notion of convergence, openness, and
closedness of sets - but not without a price: these topologies are not metrisable,
i.e. not arise from an underlying metric. These “weak” topologies, nonetheless,
have a lot of interesting properties.

Definition 2.5.1. Let X be a Banach space and let X∗ be its dual space. We say
that {xn}n∈N ⊂X converges weakly to x ∈X and write

xn
w−→

n→∞ x or xn *
n→∞ x

if for every f ∈X∗ we have that f (xn) −→
n→∞ f (x).

We say that
{

fn
}

n∈N ⊂X∗ converges weakly-∗ to f ∈X∗ and write

fn
w−∗−→

n→∞ f or fn
∗
*

n→∞ f

if for every x ∈X we have that fn (x) −→
n→∞ f (x).

Example 2.5.2 (Weak convergence in Hilbert spaces). Due to Riesz representation
theorem we can show that in any Hilbert space xn

w−→
n→∞ x is equivalent to〈

xn , y
〉 −→

n→∞
〈

x, y
〉 ∀y ∈H.

Example 2.5.3 (The Schauder basis in `p spaces). We claim that the standard
Schauder basis for `p (N) with 1 ≤ p <∞, {en}n∈N, converges weakly to 0 when



2.5. WEAK AND WEAK-∗ CONVERGENCE 59

1 < p <∞. Indeed, given f ∈ `p (N)∗ we know from Theorem 2.4.15 that there
exists b ∈ `q (N), where 1 < q <∞ is the Hölder conjugate of p, such that

f (a) =
∑

n∈N
anbn .

As such
f (en) = bn −→

n→∞ 0 = f (0) ,

since
∑

n∈N |bn |q <∞. This shows the desired weak convergence. Note that since
for any n 6= m

‖en −em‖p = 2
1
p

the sequence {en}n∈N is not Cauchy and consequently can’t converge. This shows
that in general weak convergence doesn’t imply (strong) convergence.
Moreover, the above proof of weak convergence also shows us why the claim
is not true in `1 (N): consider the sequence b = (1,1,1, . . . ) ∈ `∞ (N). Then fb ∈
`1 (N)∗ and

fb (en) = 1 −→
n→∞ 1 6= fb (0) .

Weak and weak-∗ convergence do enjoy some “familiar” properties:

Theorem 2.5.4. Let X be a Banach space and let {xn}n∈N ⊂X be a sequence that
converges weakly to an element x ∈X. Then

(i) The limit of {xn}n∈N is unique.
(ii) Every subsequence of {xn}n∈N converges weakly to x.

(iii) {xn}n∈N is bounded in norm.
(iv) Basic limit arithmetic holds for weak convergence.

The same statements hold for weak-∗ convergence.

We will end this section, and with it this chapter, with an important the-
orem that is beyond the scope of this module. This theorem, known as the
Banach-Alaoglu Theorem gives a prototype of compact sets in X∗, where the
notion of compactness corresponds to that which concerns itself with the abil-
ity to choose a finite open subcover from any open cover of a set. This criterion
is not always equivalent to that of sequential compactness.

Theorem 2.5.5 (Banach-Alaoglu Theorem). The closed unit ball in X∗, BX∗ ={
f ∈X∗ ∣∣ ∥∥ f

∥∥
X∗ ≤ 1

}
is compact in the weak-∗ topology.



CHAPTER 3

Fundamental Theorems in Functional Analysis

In our final chapter for the first part of the module we will focus our attention
on four fundamental theorems in the field of Functional Analysis - the so-called
cornerstones of Functional Analysis: the Hahn-Banach Theorem, the Banach-
Steinhaus Theorem (also known as The Uniform Boundedness Theorem), the
Open Mapping Theorem, and the Closed Graph Theorem.

Both the Banach-Steinhaus theorem and the Open Mapping theorem rely
on an important observation from the theory of metric spaces, known as the
Baire Category Theorem, which we will mention but not prove.

3.1. The Hahn-Banach Theorem

In section §2.1 we have seen that we can always extend a bounded linear
operator to the closure of its domain in a unique way. It is natural to wonder if
we can generalise this further and extend the operator to a larger subspace, the
entire space if possible, by relaxing the requirement of uniqueness.

The Hahn-Banach theorem tackles this question for bounded linear func-
tionals and shows that not only can we extend them - but that we can do it in a
way that preserves the norm of the original functional.

Our main goal in this section will be to prove the following:

Theorem 3.1.1 (Hahn-Banach Theorem). Let X be a normed space and let Y be
a subspace of X. Assume that f is a bounded linear functional onY. Then there
exists a bounded linear extension of f to all of X, f̃ :X→ F, such that∥∥ f

∥∥
Y∗ =

∥∥ f̃
∥∥
X∗ ,

where ∥∥ f
∥∥
Y∗ =

{
supy∈Y, y 6=0

| f (y)|
‖y‖ , Y 6= {0} ,

0, Y = {0} .

Before we start the proof of the above theorem, it is worth to note that the
Hahn-Banach theorem is much simple to show when one considers Hilbert spaces
- another testament to the geometric prowess of such spaces.

Our initial proof of the Hahn-Banach theorem focuses on the case where the
underlying field of X, F, is R.

PROOF OF THE HAHN-BANACH THEOREM OVER R. We start by showing that
we can always extend f to a space that is spanned by an additional vector that is

60
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not inY in a way that preserves the norm.
Let x ∈X be a vector that is not inY and define

Yx = span
{

x,Y
}= span{x}+Y.

Every vector z ∈Yx can be written uniquely as z = αz x + yz for some scalar αz

and some yz ∈Y. Consequently, any linear extension of f fromY toYx , f̃ , must
satisfy

f̃ (z) = f̃
(
αz x + yz

)=αz f̃ (x)+ f
(
yz

)
.

The unique representation of vectors inYx implies that the converse also holds:
for any scalar c (representing f̃ (x)) the functional

(3.1) f̃c (z) =αz c + f
(
yz

)
,

is a linear extension of f toYx . To show the desired result, then, we need to find
a scalar c such that for any z ∈Yx we have that

(3.2) −∥∥ f
∥∥
Y∗ ‖z‖ ≤ f̃c (z) ≤ ∥∥ f

∥∥
Y∗ ‖z‖ .

Indeed, if we find that the above holds then
∥∥ f̃c

∥∥
Y∗

x
≤ ∥∥ f

∥∥
Y∗ by definition and

since ∥∥ f̃c
∥∥
Y∗

x
= sup

z∈Yx , z 6=0

∣∣ f̃c (z)
∣∣

‖z‖ ≥ sup
z∈Y, z 6=0

∣∣ f̃c (z)
∣∣

‖z‖ = sup
z∈Y, z 6=0

∣∣ f (z)
∣∣

‖z‖ = ∥∥ f
∥∥
Y∗ .

we can conclude that if (3.1) holds then the extension of f , f̃c , has the same
norm as f . Note that the last inequality can be extended to show that whenever
g extends h we must have that

∥∥g
∥∥
D(g)∗ ≥ ‖h‖D(h)∗ .

To simplify matters, we notice that the linearity of f̃c will imply that in order
to show (3.2) we only need to consider the right hand side inequality. Indeed, if
f̃c (z) ≤ ∥∥ f

∥∥
Y∗ ‖z‖ for any z ∈Yz then sinceYz is a subspace we find that

− f̃c (z) = f̃c (−z) ≤ ∥∥ f
∥∥
Y∗ ‖−z‖ = ∥∥ f

∥∥
Y∗ ‖z‖

which implies that −∥∥ f
∥∥
Y∗ ‖z‖ ≤ f̃c (z). We conclude that we are looking for

c ∈R such that

(3.3) αc + f (y) ≤ ∥∥ f
∥∥
Y∗

∥∥αx + y
∥∥ ,

for all α ∈R and y ∈Y. We consider three cases:
α= 0: In this case the above reads as

f (y) ≤ ∥∥ f
∥∥
Y∗

∥∥y
∥∥

for all y ∈Y, which is our initial assumption.
α> 0: In this case we can rearrange (3.3) to read as

c + f
( y

α

)
≤ 1

α

∥∥ f
∥∥
Y∗

∥∥αx + y
∥∥= ∥∥ f

∥∥
Y∗

∥∥∥x + y

α

∥∥∥
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for all y ∈Y, where we have used the linearity of f . Since Y is a subspace we
know that y ∈Y if and only if βy ∈Y for any β 6= 0 and consequently the above
inequality is equivalent to requiring that

c ≤ ∥∥ f
∥∥
Y∗

∥∥x + y
∥∥− f (y),

for all y ∈Y. Notice that α plays no role here (we have only used its positivity to
reach this point). Defining

u f = inf
y∈Y

(∥∥ f
∥∥
Y∗

∥∥x + y
∥∥− f (y)

)
≤ ∥∥ f

∥∥
Y∗ ‖x +0‖− f (0) = ∥∥ f

∥∥
Y∗ ‖x‖

we see that if u f >−∞ and c ≤ u f then (3.3) will hold for any α> 0. Thus, it will
be enough to show that u f is finite. Since for any y ∈Y

f (y) ≤ ∥∥ f
∥∥
Y∗

∥∥y
∥∥= ∥∥ f

∥∥
Y∗

∥∥(
y +x

)−x
∥∥

≤ ∥∥ f
∥∥
Y∗

∥∥x + y
∥∥+∥∥ f

∥∥
Y∗ ‖−x‖ = ∥∥ f

∥∥
Y∗

∥∥x + y
∥∥+∥∥ f

∥∥
Y∗ ‖x‖

we conclude that ∥∥ f
∥∥
Y∗

∥∥x + y
∥∥− f (y) ≥−∥∥ f

∥∥
Y∗ ‖x‖ ,

which implies that u f ≥−∥∥ f
∥∥‖x‖ >−∞ as desired.

α< 0: Much like the previous case, we can rearrange (3.3) to read as

c + f
( y

α

)
≥−

(
− 1

α

)∥∥ f
∥∥
Y∗

∥∥αx + y
∥∥=−∥∥ f

∥∥
Y∗

∥∥∥x + y

α

∥∥∥
and see that the above holds if and only if for every y ∈Y

c ≥−∥∥ f
∥∥
Y∗

∥∥x + y
∥∥− f (y).

Defining

l f = sup
y∈Y

(
−∥∥ f

∥∥
Y∗

∥∥x + y
∥∥− f (y)

)
≥−∥∥ f

∥∥
Y∗ ‖x +0‖+ f (0) =−∥∥ f

∥∥
Y∗ ‖x‖

we see that if l f <∞ and c ≥ l f then (3.3) will hold for any α< 0. Much like the
previous case, we will now show that l f is finite. Since for any x and y in X∥∥y −x

∥∥≥ ∥∥y
∥∥−‖x‖

we see that for any y ∈Y
−∥∥ f

∥∥
Y∗

∥∥y −x
∥∥+ f (y) ≤−∥∥ f

∥∥
Y∗

∥∥y
∥∥+∥∥ f

∥∥
Y∗ ‖x‖+ f (y)

≤−∥∥ f
∥∥
Y∗

∥∥y
∥∥+∥∥ f

∥∥
Y∗ ‖x‖+∥∥ f

∥∥
Y∗

∥∥y
∥∥= ∥∥ f

∥∥
Y∗ ‖x‖ ,

which implies that l f ≤
∥∥ f

∥∥
Y∗ ‖x‖ <∞ as desired.

Looking at the three cases we’ve investigated we conclude that if we could find a
number c such that

l f ≤ c ≤ u f

then f̃c would provide an extension to f which has the same norm as f . This is
guaranteed as long as l f ≤ u f . The last inequality is equivalent to showing that
for any y1, y2 ∈Y

−∥∥ f
∥∥
Y∗

∥∥x + y1
∥∥− f

(
y1

)≤ ∥∥ f
∥∥
Y∗

∥∥x + y2
∥∥− f

(
y2

)
,
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or alternatively, that for any y1, y2 ∈Y
f
(
y2 − y1

)= f
(
y2

)− f
(
y1

)≤ ∥∥ f
∥∥
Y∗

(∥∥x + y1
∥∥+∥∥x + y2

∥∥)
.

The above indeed holds as for any y1, y2 ∈Y
f
(
y2 − y1

)≤ ∥∥ f
∥∥
Y∗

∥∥y2 − y1
∥∥= ∥∥ f

∥∥
Y∗

∥∥(
y2 +x

)− (
y1 +x

)∥∥
≤ ∥∥ f

∥∥
Y∗

(∥∥x + y1
∥∥+∥∥x + y2

∥∥)
.

We conclude that a choice of c ∈ R such that f̃c is an extension of f to Yx that
preserves the norm is possible.
We now proceed to the general case, which will be shown by using Zorn’s lemma.
Let M be the set of all linear extensions of f that have the same norm as f , i.e.
g ∈M if and only if it is a linear functional such that

Y =D
(

f
)⊂D

(
g
)

, g (x) = f (x) ∀x ∈Y
and ∥∥g

∥∥
D(g)∗ =

∥∥ f
∥∥
Y .

We define a partial order on M in the following way: g ≤ h if h is an extension of
g . To be able to use Zorn’s lemma we will now show that every chain C ⊂M has
an upper bound. For a given chain C in M we define the a functional g̃C with a
domain

D
(
g̃C

)=∪g∈CD
(
g
)

by

g̃C(x) = g (x), when x ∈D(
g
)

for some g ∈C.

We start by mentioning that g̃C is well defined, i.e. doesn’t depend on the choice
of g . Indeed, assume that x ∈D

(
g1

)∩D
(
g2

)
for some g1, g2 ∈ C. Since C is a

chain we have that either g1 ≤ g2 or g2 ≤ g1. Without loss of generality we can
assume that g1 ≤ g2. As this implies that g2 is an extension of g1, we see that
x ∈D

(
g1

)∩D
(
g2

) =D
(
g1

)
and g2(x) = g1(x), which shows that the choice of

the function with which we define g̃C doesn’t matter.
If g̃C is indeed a linear functional that extends f and satisfies

∥∥g̃C
∥∥
D(g̃C)∗ =∥∥ f

∥∥
Y∗ , i.e. if g̃C ∈ M, we have that for any g ∈ C, D

(
g
) ⊂ D

(
g̃C

)
and for any

x ∈ D
(
g
)
, g̃C(x) = g (x) by definition. Thus, g̃C will be an upper bound to the

chain and we would be able to invoke Zorn’s lemma.
To show the above we’ll start by showing that D

(
g̃C

)
is a subspace of X:

• Since C is non-empty there exists g ∈ C and as such, by definition,
D

(
g
)⊂D

(
g̃C

)
which shows that D

(
g̃C

)
is not empty.

• For given x1, x2 ∈D
(
g̃C

)
we can find g1, g2 ∈C such that x1 ∈D

(
g1

)
and

x2 ∈D
(
g2

)
. As C is a chain we can assume without loss of generality

that g1 ≤ g2 and as such x1, x2 ∈D
(
g1

)∪D
(
g2

) =D
(
g2

)
. Since D

(
g2

)
is a subspace of X we conclude that x1 +x2 ∈D

(
g2

)⊂D
(
g̃C

)
.

• For a given x ∈D
(
g̃C

)
there exists g ∈ C such that x ∈D

(
g
)
. As such,

for any α ∈Rwe have that αx ∈D(
g
)⊂D

(
g̃C

)
.
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We now turn our attention to showing that g̃C is linear and extends f . As we saw
before, if x1, x2 ∈D

(
g̃C

)
then there exists g ∈ C such that x1, x2 ∈D

(
g
)
. By the

definition of g̃C we have that

g̃C (x1 +x2) = g (x2 +x2) =
g∈L(D(g),R)

g (x1)+ g (x2) =
x1,x2∈D(g)

g̃C (x1)+ g̃C (x2) ,

showing the additive property. Similarly for any x ∈ D
(
g̃C

)
there exists g ∈ C

such that x ∈D(
g
)

and as such for any α ∈R
g̃C (αx) = g (αx) =

g∈L(D(g),R)
αg (x) =

x∈D(g)
αg̃C (x) ,

which shows the scaling property and consequently the desired linearity. More-
over, since D

(
f
)⊂D

(
g
)

for any g ∈M we have that D
(

f
)⊂D

(
g̃C

)
and for any

x ∈D(
f
)

we have that
g̃C(x) = g (x) = f (x),

where g ∈C was chosen arbitrarily.
Lastly, we will show that g̃C has the same norm as f . We have seen before that
since g̃C extends f we have that∥∥g̃C

∥∥
D(g̃C)∗ ≥

∥∥ f
∥∥
Y∗ .

To show the reverse inequality we notice that for any x ∈ D
(
g̃C

)
we can find

g ∈C such that g̃C(x) = g (x). Since g ∈M we find that

−∥∥ f
∥∥
Y∗ ‖x‖ ≤ g̃C(x)︸ ︷︷ ︸

=g (x)

≤ ∥∥ f
∥∥
Y∗ ‖x‖

and as x ∈D(
g̃C

)
was arbitrary we conclude that by the definition∥∥g̃C

∥∥
D(g̃C)∗ ≤

∥∥ f
∥∥
Y∗ ,

from which the equality of norms follows. Thus, g̃C is an element of M and is an
upper bound to C.
As the conditions for Zorn’s lemma are satisfied, we know that there exists a max-
imal element in M which we will denote by f̃ . By definition f̃ is an extension
of f which has the same norm as f . Therefore, we’ll conclude the proof of our
theorem if we’ll show that D

(
f̃
)=X. Indeed, if D

(
f̃
)

is not X then there exists
x ∈ X that is not in D

(
f̃
)

and, as shown in our first step of the proof, we can
extend f̃ to span

{
x,D

(
f̃
)}

in a way the preserves the norm. This extension has
a strictly larger domain than D

(
f̃
)

- contradicting its maximality. The proof is
thus complete. �

Next we will consider the case where the underlying field is C. The idea of
the proof is to utilise the Hahn-Banach theorem over R to show the general case
of C:

PROOF OF THE HAHN-BANACH THEOREM OVER C. We start by noticing that
if f ∈ L

(
Y,C

)
then It is straight forward to show that

f1 = Re
(

f
)

, f2 = Im
(

f
)
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belong to L
(
Y,R

)
(note that we can’t use complex scalars here!). Due to the

linearity of f and the fact that by definition f = f1 + i f2 we have that

i
(

f1(x)+ i f2(x)
)= i f (x) = f (i x) = f1 (i x)+ i f2 (i x)

which implies that

f1(x) = f2 (i x) , f2(x) =− f1 (i x) .

Thus, we conclude that
f (x) = f1(x)− i f1 (i x) .

Additionally, we notice that for all x ∈Y∣∣ f1(x)
∣∣≤ ∣∣ f (x)

∣∣≤ ∥∥ f
∥∥
Y∗ ‖x‖

which shows that f1 if bounded and∥∥ f1
∥∥

B(Y,R) ≤
∥∥ f

∥∥
Y∗ .

Since Y is a vector space over C, it is also a vector space over R. As such we can
extend the real valued functional f1 over R to a functional f̃1 ∈ B (X,R) with the
same norm as f1. We define

f̃ (x) = f̃1 (x)− i f̃1 (i x)

and claim that it is the desired (not necessarily unique) extension.
We start by showing that it is linear over C. For any x1, x2 ∈X we have that

f̃ (x1 +x2) = f̃1 (x1 +x2)− i f̃1 (i x1 + i x2) = f̃1 (x1)+ f̃1 (x2)− i
(

f̃1 (i x1)+ f̃1 (i x2)
)

= (
f̃1 (x1)− i f̃1 (i x1)

)+ (
f̃1 (x2)− i f̃1 (i x2)

)= f̃ (x1)+ f̃ (x2) ,

showing the additive property. In addition, for any x ∈ X and α = a + i b with
a,b ∈Rwe have that

f̃ ((a + i b) x) = f̃ (ax + i bx) =
f̃ is additive

f̃ (ax)+ f̃ (i bx)

= f̃1 (ax)−i f̃1 (ai x)+ f̃1 (i bx)−i f̃1 (−bx) =
f̃1∈L(X,R)

a
(

f̃1(x)− i f̃1(i x)
)+b

(
f̃1(i x)− i f̃1(−x)

)
= a f̃ (x)+ i b

(
f̃1(x)− i f̃1(i x)

)= (a + i b) f̃ (x),

which shows that scaling property over C, from which we conclude that f̃ is in-
deed linear over C.
Next we notice that since f̃1 is an extension of f1, for any x ∈Y we have that

f̃ (x) = f1(x)− i f1 (i x) = f (x),

i.e. f̃ extends f , as desired.
Lastly, we will show that

∣∣ f̃ (x)
∣∣ ≤ ∥∥ f

∥∥
Y∗ ‖x‖. As we saw before, since f̃ extends

f this inequality will imply that
∥∥ f̃

∥∥ = ∥∥ f
∥∥
Y∗ , which will conclude the proof of

the theorem.
For a given x ∈X we can find θ ∈R such that∣∣ f̃ (x)

∣∣= e iθ f̃ (x) = f̃
(
e iθx

)
.
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As f̃
(
e iθx

) ∈Rwe have that

f̃
(
e iθx

)
= Re

(
f̃
(
e iθx

))
= f̃1

(
e iθx

)
and consequently∣∣ f̃ (x)

∣∣= f̃1

(
e iθx

)
≤ ∥∥ f̃1

∥∥
B(X,R)

∥∥∥e iθx
∥∥∥= ∥∥ f1

∥∥
B(Y,R) ‖x‖ ≤ ∥∥ f

∥∥
Y∗ ‖x‖ .

The proof is now complete. �

It is worth to note that one can find more general variation of the Hahn-
Banach theorem whose proofs are very similar to the ones we gave above. We
won’t prove them here but will state them, together with the relevant definitions,
for completion.

Definition 3.1.2. Let X be a normed space over a field F and let p be a function
from X to R. We say that p is sub-additive if for any x, y ∈X

p
(
x + y

)≤ p(x)+p(y).

We say that p is positive-homogeneous if for any x ∈X and α≥ 0

p (αx) =αp(x),

and that it is absolute-homogeneous if for any x ∈X and α ∈ F
p (αx) = |α|p(x).

A function p is called a sublinear functional if it is sub-additive and positive-
homogeneous. It is called a non-negative sublinear functional if it is in addition
non-negative.
A function p is called a seminorm if it is sub-additive and absolute-homogeneous.

Theorem 3.1.3 (Hahn-Banach Theorem - Sublinear functionals). LetX be a normed
space over R and let p be a sublinear functional on X. Let Y be a subspace of X
and let f ∈ L

(
Y,R

)
be such that for all x ∈Y

f (x) ≤ p(x).

Then there exists an extension f̃ ∈ L (X,R) of f , i.e a linear functional such that
f̃ (x) = f (x) for all x ∈Y, that satisfies

f̃ (x) ≤ p(x), ∀x ∈X.

Theorem 3.1.4 (Hahn-Banach Theorem - Seminiorms). Let X be a normed space
over a field F, be it R or C, and let p be a seminorm on on X. LetY be a subspace
of X and let f ∈ L

(
Y,F

)
be such that for all x ∈Y∣∣ f (x)

∣∣≤ p(x).

Then there exists an extension f̃ ∈ L (X,F) of f that satisfies∣∣ f̃ (x)
∣∣≤ p(x), ∀x ∈X.
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3.2. Applications of the Hahn-Banach Theorem

The applications of the Hahn-Banach theorem are numerous and vast. We
will consider a few of them in this short section.

Theorem 3.2.1. Let X be a Banach space and let Y be a finite dimensional sub-
space of X. Then any linear funcitonal ofY can be extended to a bounded linear
functional of X.

The above theorem tells us thatX∗ has a lot of functionals - more than those
associated to all possible finite subspaces of X.

PROOF. This is a direct consequence of the Hahn-Banach theorem and the
fact that every linear funcitonal on a finite dimensional space is bounded. �

Theorem 3.2.2. Let X be a Banach space and letY be a closed subspace of X. For
any x 6∈Y there exists a functional fx,Y ∈X∗ such that

fx,Y(x) = 1, fx,Y |Y = 0.

Moreover,
∥∥ fx,Y

∥∥= 1
d where d = infy∈Y

∥∥x − y
∥∥> 0.

Before we begin the proof we will mention that the fact that d > 0 follows
from the assumptions that Y is closed and x 6∈Y. Indeed, d ≥ 0 by definition
and had d = infy∈Y

∥∥x − y
∥∥ = 0 we could have found a sequence

{
yn

}
n∈N ⊂Y

such that

yn −→
n→∞ x.

SinceY is closed this would have implied that x ∈Y which is a contradiction.

PROOF OF THEOREM 3.2.2. Consider the spaceYx = span
{

x,Y
}= span{x}+

Y. We will prove our claim by defining a functional with the required conditions
onYx and then using the Hahn-Banach theorem to extend it to the entire space.
We start by noticing that since every z ∈Yx can be written uniquely as

z =αz x + yz

with yz ∈Y, any f ∈ L
(
Yx ,F

)
that satisfies f (x) = 1 and f |Y = 0 must satisfy

f (z) = f
(
αz x + yz

)=αz f (x)+ f
(
yz

)=αz .

If we’ll show that f is bounded with
∥∥ f

∥∥
Y∗

x
= 1

d we will conclude the proof.
For any z ∈Yx such that αz 6= 0 we see that∣∣ f (z)

∣∣= ∣∣ f
(
αz x + yz

)∣∣= |αz | =
∥∥αz x + yz

∥∥∥∥∥x − y
αz

∥∥∥ = ‖z‖∥∥∥x − y
αz

∥∥∥ ≤
y
αz

∈Y
‖z‖
d

.

In the case where αz = 0, i.e. z ∈Y, we find that∣∣ f (z)
∣∣= 0 ≤ ‖z‖

d
.
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We conclude that for any z ∈Yx we have that
∣∣ f (z)

∣∣ ≤ ‖z‖
d which implies that

f ∈ B
(
Yx ,F

)
and ∥∥ f

∥∥
Y∗

x
≤ 1

d
.

To show the converse inequality we use the definition of d and for any ε> 0 we
find yε ∈Y such that

d ≤ ∥∥x − yε
∥∥≤ (1+ε)d .

Since x − yε ∈Yx ∥∥ f
∥∥
Yx

≥ f
(
x − yε

)∥∥x − yε
∥∥ = 1∥∥x − yε

∥∥ ≥ 1

(1+ε)d
.

As ε> 0 was arbitrary we conclude that∥∥ f
∥∥
Y∗

x
≥ 1

d
and with it, the proof. �

Two immediate consequences of the above are the following:

Theorem 3.2.3. Let X be a Banach space and let Y be a subspace of X. Then
Y is dense in X if and only if any f ∈ X∗ such that f |Y = 0 must be the zero
functional.

PROOF. Assume that Y is dense in X and let f ∈X∗ be such that f |Y = 0.

As f is bounded, we have that f |
Y

= 0 and sinceY =X we conclude that f ≡ 0.

Assume now that Y is not dense in X. As Y is a closed subspace that, by as-
sumption, is not X we can find a vector x that is not inY. Using Theorem 3.2.2
we find fx,Y ∈X∗ which satisfies fx,Y(x) 6= 0 and fx,Y |

Y
= 0. Since Y ⊂Y we

have found f 6≡ 0 ∈X∗ such that f |Y = 0. This concludes the proof. �

Theorem 3.2.4. Let X be a Banach space. For any x ∈X there exists fx ∈X∗ such
that

∥∥ fx
∥∥= 1 and fx (x) = ‖x‖. Consequently, we have that for any x ∈X

(3.4) ‖x‖ = sup
f ∈X∗, f 6=0

∣∣ f (x)
∣∣∥∥ f

∥∥ .

REMARK 3.2.5. Equation (3.4) is extremely importance as it shows how the
norm on X can be understood as an operator norm-like expression which is in-
duced from X∗.

PROOF. We start by noticing that for any f ∈X∗

f (0) = 0 = ‖0‖ ,

so when x = 0 we can choose any bounded funcitonal of norm one. Next, we
consider x 6= 0. Since the trivial subspace Y = {0} is closed we conclude from
Theorem 3.2.2 that there exists f̃ ∈X∗ such that f̃ (x) = 1, f̃ |{0} = 0 (which always
holds) and ∥∥ f̃

∥∥= 1

infy∈{0}
∥∥x − y

∥∥ = 1

‖x‖ .
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Defining fx = ‖x‖ f̃ we see that fx ∈X∗, fx (x) = ‖x‖ and
∥∥ fx

∥∥= 1.
To show 3.4 we notice that if f ∈X∗ is not zero then∣∣ f (x)

∣∣∥∥ f
∥∥ ≤

∥∥ f
∥∥‖x‖∥∥ f

∥∥ = ‖x‖

which implies that

‖x‖ ≥ sup
f ∈X∗, f 6=0

∣∣ f (x)
∣∣∥∥ f

∥∥ .

On the other hand, for any x we have that

‖x‖ =
∣∣ fx (x)

∣∣∥∥ fx
∥∥ ≤ sup

f ∈X∗, f 6=0

∣∣ f (x)
∣∣∥∥ f

∥∥ .

Combining the above inequalities gives us the desired proof. �

An immediate corollary of Theorem 3.2.4 is that ifX is non-trivial thenX∗ is
also non-trivial. Since X = {0} automatically implies that every linear functional
on X is the zero functional we conclude that X is non-trivial if and only if X∗ is
non-trivial.

REMARK 3.2.6. As is evident from all the above, the Hahn-Banach theorem
have given us a way to relate properties of X and X∗ to each other. It is also, in
fact, an essential ingredient in showing Theorem 2.4.17 from section §2.4, which
stated that if X∗ is separable then so is X.

3.3. The Banach-Steinhaus Theorem (uniform boundedness principle)

The Banach-Steinhaus theorem, sometimes known as the Uniform Bound-
edness principle/theorem, asserts that if a sequence of bounded linear operators
is bounded pointwise for any x ∈X, i.e. when applied to any x ∈X, then it is
bounded in the operator norm - which is uniform in x.

Theorem 3.3.1 (The Banach-Steinhaus Theorem). Let X be a Banach space and
letY be a normed space. If {Tn}n∈N ⊂ B

(
X,Y

)
satisfies that

sup
n∈N

‖Tn x‖ <∞, ∀x ∈X

then

sup
n∈N

‖Tn‖ <∞.

The proof of this theorem relies on a deep result in the study of metric spaces
known as the Baire’s category theorem. The proof of it, as well as the most general
version of it, lies outside the realm of our module. We will only state without
proof a version of it that we will use here:

Theorem 3.3.2 (The Baire Category Theorem - Functional Analysis version). Let
X be a Banach space. Then if X = ∪n∈NMn where {Mn}n∈N are closed sets, then
one of the Mn−s must contain an open ball.
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We will usually utilise the above theorem in Functional Analysis in the fol-
lowing way:

• Write the space X as a countable union of closed sets, usually con-
nected to one or more (potentially a countable family of) linear opera-
tors.

• Conclude that one of the sets must contain an open ball.
• Use properties of the linear operators together with the knowledge that

one of the closed sets contains a ball to conclude some brilliant result.

PROOF OF THEOREM 3.3.1. For any k,n ∈Nwe define

Mk,n = {x ∈X |‖Tn x‖ ≤ k }

and
Mk = {x ∈X |‖Tn x‖ ≤ k, for all n ∈N } =∩n∈NMk,n .

We have that Mk,n is closed for any k and n inN, and since Mk is the intersection
of Mk,n−s, it must be closed as well. Indeed, if

{
x j

}
j∈N ⊂ Mk,n converges to x

then due to the boundedness of Tn and the continuity of the norm

‖Tn x‖ = lim
j→∞

∥∥Tn x j
∥∥ ≤

x j∈Mk,n

k

which shows that x ∈ Mk,n .
Next we notice that since for any x ∈X

sup
n∈N

‖Tn x‖ <∞

we are able to find k(x) ∈N for any x ∈X such that

sup
n∈N

‖Tn x‖ ≤ k(x).

Thus, any x ∈X belongs to ∪k∈NMk , which implies that X =∪k∈NMk .
According to our variant of Baire’s Category theorem there must exist k0 ∈ N,
x0 ∈X and r > 0 such that

Br (x0) ⊂ Mk0 .

Since for any x ∈X such that x 6= 0 we have that x0 + r
2 · x

‖x‖ ∈ Br (x0) we find that∥∥∥∥Tn

(
x0 + r

2
· x

‖x‖
)∥∥∥∥≤ k0 for all n ∈N.

Consequently, for any x 6= 0 and any n ∈N
‖Tn x‖
‖x‖ =

∥∥∥∥Tn

(
x

‖x‖
)∥∥∥∥= 2

r

∥∥∥∥Tn

(
r

2
· x

‖x‖
)∥∥∥∥= 2

r

∥∥∥∥Tn

(
x0 + r

2
· x

‖x‖
)
−Tn x0

∥∥∥∥
≤

2
∥∥∥Tn

(
x0 + r

2 · x
‖x‖

)∥∥∥+2‖Tn x0‖
r

≤ 2k0 +2k (x0)

r
,

from which we conclude that

‖Tn‖ = sup
x∈X, x 6=0

‖Tn x‖
‖x‖ ≤ 2k0 +2k (x0)

r
, ∀n ∈N
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As the right hand side of the above inequality is independent of n we find that

sup
n∈N

‖Tn‖ ≤ 2k0 +2k (x0)

r
,

and conclude the proof of the theorem. �

An important and extremely useful application of the Banach-Steinhaus the-
orem is the following:

Theorem 3.3.3. LetX be a Banach space and letY be a normed space. If {Tn}n∈N ⊂
B

(
X,Y

)
satisfies that

lim
n→∞Tn x exists for all x ∈X

then the map T :X→Y defined by

T x = lim
n∈N

Tn x

is a bounded linear map.

The Banach-Steinhaus theorem is the key to show the boundedness of weak
and weak-∗ sequences which was mentioned in Theorem 2.5.4.

Lemma 3.3.4 (Boundedness of weak-∗ converging sequences). Let X be a Banach
space. If

{
fn

}
n∈N ⊂X∗ converges weakly-∗ to f ∈X∗ then

{∥∥ fn
∥∥}

n∈N is bounded.

PROOF. By the definition of weak-∗ convergence we have that for any x ∈X
fn(x) −→

n→∞ f (x)

which implies (as converging sequences are always bounded) that for any x ∈X
sup
n∈N

∣∣ fn(x)
∣∣<∞.

Using the Banach-Steinhaus theorem we can conclude that

sup
n∈N

∥∥ fn
∥∥<∞

which is the desired result �

REMARK. The same theorem, and idea as presented above, show that if {xn}n∈N
converges weakly to x then {xn}n∈N must be bounded. In order to utilise the
Banach-Steinhaus theorem, however, we need to somehow think of {xn}n∈N as
a family of bounded linear operators. This is possible by considering the second
dual space, X∗∗ = (X∗)∗. Indeed, for any x ∈X we can define x̂ ∈X∗∗ by

x̂( f ) = f (x), f ∈X∗.

It is straight forward to check that x̂ ∈ L (X∗,F). The fact that it is bounded fol-
lows directly from Theorem 3.2.4. Indeed,

‖x̂‖ = sup
f 6=0

∣∣x̂( f )
∣∣∥∥ f

∥∥ = sup
f 6=0

∣∣ f (x)
∣∣∥∥ f

∥∥ = ‖x‖ .
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Since we can “lift” {xn}n∈N to the sequence {x̂n}n∈N in X∗∗ and since the weak
convergence of {xn}n∈N implies the weak-∗ convergence of {x̂n}n∈N we find that

sup
n∈N

‖xn‖ = sup
n∈N

‖x̂n‖ <∞.

It is worth to note that the identification of x with x̂ and the fact that their norm
are identical gives us a way to embed X in X∗∗ in a canonical way. This embed-
ding is very important and the question of whether or not it is surjective is the
topic of Reflexive Banach spaces.

3.4. The Open Mapping Theorem

The second application of the Baire Category theorem we’ll discuss in this
module is the Open Mapping Theorem.

A known criterion for continuity of a map between metric spaces is that the
pre-image of every open set is an open set. A natural question that one may
consider at this point is: What do continuous maps do to open sets? Do they
take them to open sets? In general the answer to that is No.

Example 3.4.1. Consider the function sin(x) on R. It is simple to check that it
takes the open interval

(−2π
3 , 2π

3

)
to the closed interval [−1,1]

Figure 3.1. The function sin(x) doesn’t take all open sets to open sets.

Maps that do take open sets to open sets deserve special attention:

Definition 3.4.2. Let X and Y be two metric spaces. A map T : D (T ) ⊂ X → Y is
called an open map if T (U ∩D (T )) is open for any open set U .

While continuos maps are not open in general, a subclass of such functions
is very natural in this framework: Noticing that when T is an invertible map we
have that the pre-image of a set corresponds to the image of that set by the map
T −1 we conclude that when T :D (T ) ⊂ X → Y is injective, and as such a bijection
onto R (T ), we have that T is an open map if and only if T −1 : R (T ) →D (T ) is
continuous.

As we’ve seen already, the properties of bounded linear operators interact
extremely well with the norm induced topology of Banach spaces. The next the-
orem is yet another example:
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Theorem 3.4.3 (Open Mapping Theorem). Let X andY be two Banach spaces. If
T :X→Y is a bounded linear operator ontoY then T is an open map.

SKETCH OF THE PROOF OF THEOREM 3.4.3. The proof of the theorem is quite
involved and we shall only sketch its steps here.
Step 1: Since T is ontoY we find that

Y =∪n∈NnT
(
B‖·‖X

1 (0)
)

and using Baire’e category theory we conclude that there exist η> 0 and y∗ ∈Y
such that

B
‖·‖Y
η

(
y∗

)⊂ T
(
B‖·‖X

1 (0)
)
.

Step 2: Using the fact that B
‖·‖Y
δ

(
y
)= y +B

‖·‖Y
δ

(0) we see that

B
‖·‖Y
η (0) ⊂ T

(
B‖·‖X

1 (0)
)
− y∗,

from which we can infer that

B
‖·‖Y
η (0) ⊂ T

(
B‖·‖X

2 (0)
)
.

Step 3: The most difficult step is to show that if we reduce by a factor of half the
radius of the left hand side ball in the last inclusion of Step 2, we would end up

in T
(
B‖·‖X

2 (0)
)

and not its closure. In other words:

B
‖·‖Y
η

2

(0) ⊂ T
(
B‖·‖X

2 (0)
)

.

Step 4: With the above at hand we have that for any x0 ∈X and any ε> 0

B
‖·‖Y
εη

4

(T x0) ⊂ T
(
B‖·‖X
ε (x0)

)
,

which is enough to show that T is an open map. �

The Open Mapping theorem has many applications, one of which is the
Closed Graph Theorem which we will consider in the next section. We end this
section with a relatively straight forwards yet extremely important consequence
of the theorem. It is used many times in the Spectral study of operators (bounded
or unbounded).

Theorem 3.4.4 (Open Mapping Theorem for injective linear operators). Let X
andY be two Banach spaces and let T :X→Y be a bounded and injective linear
operator. If R (T ) is closed in Y then the inverse map of T , T −1 : R (T ) →X is a
bounded linear operator.

PROOF. As we’ve mentioned before, if T : D (T ) →Y is an injective linear
operator then so is its inverse T −1 :R (T ) →D (T ). This means that to prove our
theorem we only need to show that T −1 is bounded, or equivalently that T is an
open map. Since R (T ) is closed in Y, and Y is a Banach space, it must be a
Banach space as well. We find that T : X→R (T ) satisfies the conditions of the
Open Mapping theorem and is conseqeuntly an open map. The proof is now
complete. �
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REMARK. If T : X →Y is injective and its inverse is bounded then for any
y ∈R (T ) we have that ∥∥T −1 y

∥∥≤ ∥∥T −1
∥∥∥∥y

∥∥ .

Consequently, for any x ∈X
‖x‖ = ∥∥T −1 (T x)

∥∥≤ ∥∥T −1
∥∥‖T x‖ ,

or equivalently, for any x ∈X

‖T x‖ ≥ ‖x‖∥∥T −1
∥∥ .

We thus see that while the boundedness of T implies an upper bound with re-
spect to ‖x‖ for ‖T x‖, the boundedness of T −1 implies a lower bound with re-
spect to ‖x‖ for ‖T x‖

REMARK 3.4.5. The condition that R (T ) is closed is necessary. Recall that
we saw in Remark 2.2.11 that the operator T : `1 (N) → `1 (N) defined as

T (a) =
(
a1,

a2

2
, . . . ,

an

n
, . . .

)
is a bounded operator whose range is not close. It is straight forwards to verify
that T is injective and that T −1 : `1 (N) → `1 (N) is defined by

T −1 (a) = (a1,2a2, . . . ,nan , . . . ) .

T −1 is not continuous since for every n ∈N we have that en = T (nen) ∈R (T ) =
D

(
T −1

)
and ∥∥T −1 (en)

∥∥
1 = ‖nen‖1 = n

which implies that

sup
x∈D(T −1), ‖x‖=1

∥∥T −1x
∥∥≥ sup

n∈N

∥∥T −1 (en)
∥∥= sup

n∈N
n =∞.

3.5. Closed Graph Theorem

In the last section of our notes we will introduce another criterion for the
boundedness of a linear operator - a criterion that relies of the geometric notion
of a graph of an operator.

Definition 3.5.1. Let X and Y be sets and let T : D (T ) ⊂ X → Y be a given map.
The graph of T , denoted byG (T ), is the subset of the set X ×Y defined as

G (T ) = {(
x, y

) ∣∣x ∈D (T ) , y = T x
}= {(x,T x) |x ∈D (T ) } .

When X and Y are not just sets but have some linear and/or topological
structure we can induce a linear and/or topological structure on X ×Y and in-
vestigate linear and/or topological properties ofG (T ).

Theorem 3.5.2. Let X and Y be vector spaces over the same field F. Consider the
following operators: + :X×Y→X×Y defined by(

x1, y1
)+ (

x2, y2
)= (

x1 +X x2, y1 +Y y2
)

,
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where +X and +Y are the addition operations on X and Y respectively, and · :
F× (

X×Y
)→X×Y defined by

α · (x, y
)= (

α ·X x,α ·Y y
)

,

where ·X and ·Y are the scalar multiplication operations on X and Y respec-
tively. Then X×Y is a vector space under these operations. Its additive zero is
given by 0 = (

0X,0Y
)

and the additive inverse to
(
x, y

)
is

(−x,−y
)
.

If, in addition, X and Y are normed spaces then the function ‖·‖ : X×Y → R+
given by ∥∥(

x, y
)∥∥= ‖x‖X+∥∥y

∥∥
Y

is a norm on X×Y. Moreover, if X andY are Banach spaces under their respec-
tive norm, then so is X×Y under ‖·‖.

From this point onwards, unless stated differently, we will always consider
X×Y as the normed space described above.

The first property we notice for G (T ) is its inherent linearity, when T is a
linear operator which we state without proof

Lemma 3.5.3. Let X and Y be two vector spaces and let T : D (T ) ⊂X→Y be a
linear operator. ThenG (T ) is a subspace of X×Y.

In order to explore the connection between the topological properties of a
map and its associated graph we now define an extremely important notion:

Definition 3.5.4. Let X andY be two normed spaces and let T :D (T ) ⊂X→Y

be a linear operator. We say that T is a closed linear operator if its graph, G (T ),
is a closed set in X×Y.

REMARK 3.5.5. Since the norm on X×Y is given by∥∥(
x, y

)∥∥= ‖x‖X+∥∥y
∥∥
Y

we see that
{(

xn , yn
)}

n∈N converges to
(
x, y

)
, i.e.∥∥(

xn , yn
)− (

x, y
)∥∥= ‖xn −x‖X+∥∥yn − y

∥∥
Y −→

n→∞ 0,

if and only if {xn}n∈N converges to x in X and
{

yn
}

n∈N converges to y inY.
ConsequentlyG (T ) is closed in X×Y if and only if

xn −→
n→∞ x and T xn −→

n→∞ y

imply that x ∈D (T ) and y = T x.

While bounded linear operators are extremely interesting, many of the op-
erators we encounter in applications such as quantum physics and PDEs are
unbounded. However, almost all the operators we deal with are closed. Closed
operators enjoy a plethora of beautiful and useful properties.

Example 3.5.6 (The derivative is a closed linear operator). Let

D : C 1 [0,1] ⊂C [0,1] →C [0,1]
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be the derivative operator, where C [0,1] is imbued with the norm ‖·‖∞ and C 1[0,1]
is the space of all continuously differentiable functions on [0,1]. We have seen
before that D can’t be a bounded linear operator but it is a closed linear operator.

What is the connection between closed operators and bounded operators?
If T :D (T ) ⊂X→Y is bounded and if {xn}n∈N ⊂D (T ) converges to an element
x that is also in D (T ) then

T xn −→
n→∞ T x.

Consequently we conclude that If D (T ) is closed and T : D (T ) ⊂ X →Y is a
bounded linear operator then T must also be a closed linear operator. As we
have shown that any bounded linear operator can be extended uniquely to a
bounded linear operator on the closure of its domain we see that, modulus an
extension, every bounded linear operator is closed.

The next theorem shows the opposite direction:

Theorem 3.5.7 (Closed Graph Theorem). Let X andY be two Banach spaces and
let T : D (T ) ⊂ X →Y be a closed linear operator. If D (T ) is closed then T is
bounded.

PROOF. Consider the map Π :G (T ) →X defined by

Π (x,T x) = x.

It is straight forward to show that Π is injective and onto R (Π) =D (T ).
Since G (T ) is a closed subspace of a Banach space it is a Banach space, and as
D (T ) is closed Theorem 3.4.4 guarantees that Π has an inverse, Π−1 : D (T ) →
G (T ) that is bounded. Since

Π−1x = (x,T x)

and
‖x‖+‖T x‖ = ∥∥Π−1x

∥∥≤ ∥∥Π−1
∥∥‖x‖

we conclude that

‖T x‖ ≤ ‖x‖+‖T x‖ ≤ ∥∥Π−1
∥∥‖x‖ ∀x ∈D (T ) .

This shows the desired boundedness T and conclude the proof. �

REMARK 3.5.8. When we try to show that an operator T is bounded, i.e. con-
tinuous, we need to show that if {xn}n∈N ⊂ D (T ) converges to x ∈ D (T ) then
{T xn}n∈N converges to T x. When we try to show that an operator T is closed, on
the other hand, we don’t just assume that {xn}n∈N converges to x - but also that
{T xn}n∈N converges to an element y . Unlike boundedness we have an extra con-
dition to use which might make the investigation simpler. This makes the Closed
Graph Theorem very useful in many cases.

We conclude this part of the module with an immediate corollary of the
Closed Graph theorem is:

Corollary 3.5.9. T ∈ B
(
X,Y

)
if and only if T :X→Y is closed.
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PROOF. Since T ∈ B
(
X,Y

)
implies that the domain of T is closed we con-

clude that if T ∈ B
(
X,Y

)
then T must be closed. Conversely, if T : X→Y then

its domain is closed (as it is X) and as such the Closed Graph theorem grantees
that it is bounded when it is closed. �
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