
Andreas Braun Geometry of Mathematical Physics III, problems week 2

4. Show using index notation that

a) (A+B)T = AT +BT

b) (AB)T = BTAT

c) tr(cA) = c tr(A)
d) tr(AB) = tr(BA)
e) trAT = trA

f) tr(A+B) = trA+ trB

g) (Av) · (Bw) = v (ATB) w

h) detA† = detA
i) det cA = cn detA

where A and B are complex n × n matrices, v and w are vectors with n
components, and c is a number.
Solution:

a) This is a matrix equation, to show it we just show it holds for all
components, i.e. we start investigating

(
(A+B)T

)
ij
. So here we go:(

(A+B)T
)

ij
= (A+B)ji = Aji +Bji =

(
AT
)

ij
+
(
BT

)
ij
. (0.1)

where have used the definition of transposition written out in compo-
nents and the fact that a sum of matrices sums their components.

b) (
(AB)T

)
ij

= ((AB))ji = AjkBki =
(
AT
)

kj

(
BT

)
ik

=
(
BT

)
ik

(
AT
)

kj

=
(
BTAT

)
ij

(0.2)
Here we have used that we can freely commute components of matri-
ces (unlike matrices themselves) because these are just numbers. If it
makes you uncomfortable, you can reinstate the summation signs which
we are suppressing as we are using summation convention. Again, we
have show that (AB)T = BTAT by showing that all components of the
expressions on both sides agree.

c)
trcA = (cA)ii = c (A)ii = c trA . (0.3)

Here we used that multiplying a matrix by a number just multiplies its
components.

1



Andreas Braun Geometry of Mathematical Physics III, problems week 2

d) tr(AB) = AijBji = BjiAij = tr(BA)

e) trAT =
(
AT
)

ii
= Aii = trA

f) tr(A+B) = (A+B)ii = Aii +Bii = trA+ trB

g)

(Av) · (Bw) =AijvjBikwk = vj

(
AT
)

ji
Bikwk = vj

(
ATB

)
jk
wk

=v (ATB) w
(0.4)

h)

detA† =εi1,i2,···in

(
A†
)

1i1

(
A†
)

2i2
· · ·

(
A†
)

nin

= εi1,i2,···inAi11Ai22 · · ·Ainn

=detAT = detA
(0.5)

i)

det cA =εi1,i2,···incA1i1cA2i2 · · · cAnin = cnεi1,i2,···inA1i1A2i2 · · ·Anin

=cn detA
(0.6)

5. For a general k × k matrix M show that

a) det eM = etrM .
b) Use this to conclude that for g = eM we have log det g = tr log g . Here

the log of a matrix is defined as the inverse function of the exponential.

Solution:

(a) We can start as in the lecture to find

det eM = lim
n→∞

[det(1 +M/n)]n (0.7)

Now consider det(1 +M/n). The terms appearing in the determinant
are all products of entries of the matrix 1 + M/n. Terms that do not
contain diagonal elements have a factor n−k, whereas each diagonal
factor in a summand of the determinant replaces one factor of n−1 by
one factor (1 + Mii/n) (where i is the index of the diagonal element).
The leading terms in the limit n → ∞ are hence coming from the
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term in the determinant which has only factors from the diagonal of
1 +M/n:

lim
n→∞

[det(1 +M/n)]n = lim
n→∞

[∏
i

(
1 + Mii

n

)]n

(0.8)

A similar feature appears when expanding the product, the leading
terms are those that contain only a single factor of n−1:

∏
i

(
1 + Mii

n

)
= 1 + 1

n

∑
i

Mii + O(n−2) (0.9)

Hence

det eM = lim
n→∞

[det(1 +M/n)]n = lim
n→∞

[
1 + trM

n

]n

= etrM (0.10)

(b) We have g = eM and M = log g. Applying the above formula we find

log det g = log det eM = log etrM = trM = tr log g . (0.11)

In the physics literature, the relationship proven in a) is mostly stated
in the above form as ‘log det = tr log’.

6. Show that the Pauli matrices

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
(0.12)

satisfy
[σi, σj] = 2iεijkσk . (0.13)

Solution:

We work out

[σ1, σ2] = σ1σ2 − σ2σ1 =
(

0 1
1 0

)(
0 −i
i 0

)
−
(

0 −i
i 0

)(
0 1
1 0

)

=
(
i 0
0 −i

)
−
(
−i 0
0 i

)
= 2i

(
1 0
0 −1

)
= 2iσ3 = 2iε123σ3

(0.14)

[σ2, σ3] =
(

0 −i
i 0

)(
1 0
0 −1

)
−
(

1 0
0 −1

)(
0 −i
i 0

)

=
(

0 i
i 0

)
−
(

0 −i
−i 0

)
= 2i

(
0 1
1 0

)
= 2iσ1 = 2iε231σ1

(0.15)
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[σ3, σ1] =
(

1 0
0 −1

)(
0 1
1 0

)
−
(

0 1
1 0

)(
1 0
0 −1

)

=
(

0 1
−1 0

)
−
(

0 −1
1 0

)
= 2i

(
0 −i
i 0

)
= 2iσ2 = 2iε312σ2

(0.16)

The remaining cases of commutators follow from the antisymmetry of both
the commutator and the εijk. This is particular implies that both sides of
the equation vanish whenever two indices are identical.

Here are some things to ponder:

1. What is the group SU(2), what might SU(n) be like?
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