Lecture 17

Example 17.1. The system
r+2y = 1
20 +5y = -3

can be written Az = b, where A = <; §> and b = <_13> Let

B—(_52 —12>.

1 0) = J. Thus the solution is

01

- (5, D))

So, we see that B is the key to solving the system. Let’s now compute the RREF:
1 2|1 Ro—2R; 1 2|1 R1—2Rs 1 0|11 _
(2 5—3> (O 1—5) (01—5>_(I’Bb)'

In particular, the RREF is an identity matrix followed by a solution vector.

We can check that BA = (

oy

We saw above that the inverse of (; g) is <_52 _12> . The inverse does not always exist. For

example, there is no inverse to the matrix
1 2
0 0/)°

A matrix A having an inverse is called invertible.
Observe that the matrix above has zero determinant. Determinant and inverse are related by
the following statement:

Theorem 17.2. A matriz A has an inverse if and only if det A £ 0.

Why is this theorem true? Assume first that A has an inverse A~'. Then, by the multiplicative
property of the determinant,

det Adet At = det(A- A" =det I =1,

which implies that det A # 0.
Now we need to understand why does det A # 0 imply the existence of the inverse. First, we
note the following.

Proposition 17.3. If det A # 0 then a system of linear equations Az = b has a unique solution.
In particular, RREF of A is the identity matriz.

Indeed, observe that RREF of A is obtained from A by ERO, which implies that the determinant
of the RREF is a non-zero multiple of det A. Thus, if det A # 0, the determinant of RREF is not
zero either, so RREF of A does not contain zero rows. Since it is a square matrix, by the definition
of RREF we conclude that it is the identity matrix I, and the system has a unique solution.

Now, for every matrix A with RREF of A being the identity matrix we will explicitly construct
the inverse.
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Algorithm: finding the inverse using ERO

Let det A #£ 0, so that the RREF of A is the identity matrix I,,. Then we can transform A to I,
by ERQO, let k be the number of ERO required. Denote by E1, ..., E} the matrices of these ERO.

Then
ELE, ...E1-A=1,.

Denote B = ELEy_1 ... E1, then we see that BA = I,,, so B = A~! is the required inverse of A!
Further, if we create an augmented matrix (A |I,) and apply to it the row operations above, then

we obtain
(A|I,) = (ExEp_1... By - A|ExEx_y ... By - I,) = (I, | A7) = (I, | A1),

which leads to the following

Algorithm. Create the augmented matrix (4] 1,), apply to it ERO to transform A to I,,. Then
the resulting matrix on the right is A~1.
We can summarize the discussion above:

Corollary 17.4. For A € Mat,, the following are equivalent:
o det A #£0;
e RREF of A is the identity matriz I,;

o A is invertible.

Computing the inverse

Suppose that A is a matrix which has an inverse (i.e., det A # 0). To compute the inverse, we use
the algorithm above based on the Gauss elimination on an augmented matrix.

3 01
Example 17.5. Compute the inverse of A = |2 1 1|. We perform Gauss elimination on the
0 2 1
augmented matrix
30 111 0 0 B3 1 0 1/3/1/3 0 0 Poon
AlL)=(211/010 2521 1|0 10 |20
0 2 1{]0 0 1 02 1 0 01
P 10 1/3]1/3 0 0 o 10 1/3/1/3 0 0 h o
2ot o1 o1/3)-2/3 100 | B2l o1 173 -2/3 1 0 | Bl
02 1| 0 01 00 1/3|4/3 —2 1) ™=f®
10 0]-1 2 -1 100[-1 2 -1
2l o1 0 -2 3 -1 201 0]-2 3 -1
00 1/3|4/3 -2 1 0014 —6 3

Once we reach an identity matrix to the left, we stop. The inverse of A is on the right of the vertical

line.
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We now verify the answer:

-1 2 -1 3 01 1 00
-2 3 -1 21 11 =101 0
4 -6 3 0 1 0 01
1 0 1
Example 17.6. Compute the inverse of A= |0 1 1. Asin the previous example, we perform
11
Gauss elimination on the augmented matrix
1 0 1{1 0 0 1011 00
AlL)=|0 1 1/0 10 | Zf o1 1|0 10 |t
1 1 2|0 0 1 01 1}|-1 0 1
1011 0 O
e o1 100 1 0
0 0 0|-1 —-1 1

The matrix on the left has a zero row, so it cannot be transformed to the identity matrix. Therefore,
A is not invertible.

Properties of the inverse
o (A t=A (since A- A7t =1,).
o (AT)™L = (AHT (since AT - (A )T =(A-AHT =1,).
e (AB)"' =B 1A (since B'A'AB=BYA'AB=B"'1,B=B"'B=1,).

e If A~ ! exists then it is unique.

Cofactor method

Recall that a cofactor Cj; of a matrix A € Mat,, is defined by Cj; = (—1)i+jMZ-j, where M;; is
the determinant of an (n — 1) x (n — 1)-matrix obtained from A by removing i-th row and j-th
column. Denote by C the matrix composed of cofactors of A, and consider its transpose CT i.e.

(CT)i = Cij.

(21 (3 —4 r (3 -1
Example 17.7. IfA—(4 3>,then0—<_1 2),800 —(_4 2>.Thus,

2 1 3 -1 20
a2 (4 D2 Y e wann

In particular, this implies that A - ﬁC’T = Iy, and thus A~ = 2. CT = % ( 3 _1>.

det A
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