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(1) Differential rotation

(2) Supergranular diffusion

(3) Meridional flow

(4) Flux emergence
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- Worden & Harvey, Solar Phys. (2000)

- ADAPT (Arge, Henney, et al.)
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Figure 7. The result of evolving the corrected synoptic map for Carrington rotation 1928 if we use all
the different transport processes, add a small-scale background magnetic flux (Figure 4), and include
daily magnetogram observations. This map is our best estimate for the distribution of magnetic flux
at the end of Carrington rotation 1929. The freshest observations are near the left edge.

well observed and the model is updated with actual observations. In summary,
the evolving magnetic synoptic map is updated by new observations within about
75 deg of disk center while the magnetic fields on the poorly observed or unob-
served locations of the solar surface are estimated using the transport processes
discussed in Section 2.
When replacing the evolved, model fields with actual observations, in addition

to the near-limb cutoff just described, additional rules are applied. East of the cen-
tral meridian, the new observations completely replace any model estimate. This
prevents several-week-old results from contaminating fresh observations. West of
the central meridian, the new observation is smoothly merged with the evolved
map by adding the new and evolved maps together as follows. First, the new
observation and evolved map are each multiplied by the weight map and weight
cutoff respectively. Then the sum is divided by the sum of the weight map and
weight cutoff. This method averages recent observations with half weight given to
the most recent day and lesser effective weights to earlier days before the western
part of the disk rotates out of view.
Figure 7 shows the result of updating the magnetic synoptic map for Carrington

rotation 1928 (Figure 1(a)) over a full Carrington rotation using the different trans-
port mechanisms described in Section 2 and the daily magnetic field observations
taken during rotation 1929. Figure 7 is an example of our best estimate for the
distribution of magnetic flux on the Sun for the ending time period of Carrington
rotation 1929. The results are encouraging, but our model of the transport of mag-
netic fields cannot, of course, predict the eruption or submergence/disappearance
of active regions (e.g., see box 3 in Figures 1(a) and 1(b)) or ephemeral regions
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Figure 5. (a) Example of a re-mapped ‘flat’ magnetic flux synoptic map. (b) The corresponding
‘weight’ map.

that give the best possible estimate of the solar surface magnetic flux distribu-
tion. The recipe of Section 2 used with the latest NSO Kitt Peak solar magnetic
observations to update the synoptic maps does this.
Figure 5(a) presents a projected ‘flat’ (180 × 180 deg) NSO daily full-disk

magnetogram. To make this re-mapped magnetogram, the latitude and longitude
coordinates of the original magnetogram are computed and compared with the
coordinates of the flat map. The magnetic flux density within each pixel on the
original magnetogram is then added to the flat map, taking into account overlap-
ping pixels and changes in pixel size from the original map to the flat map. The
flux density is estimated from the line-of-sight field component by dividing by the
cosine of the angle of the local normal to the surface. In addition, a ‘weight’ map
(Figure 5(b)) is computed which is simply the sum of the number of pixels from the
original map that overlap pixels in the flat map. The final flat map of the magnetic
flux density is normalized using this weight map.
Because of foreshortening, increased instrumental noise, canopy effects, and the

fact that we are measuring a spherical object projected to two dimensions, magnetic
fields beyond about 75 deg from disk center are not well measured. Therefore, we
do not include measurements that are beyond a selected cutoff distance from disk
center. We use the weight map to determine the cutoff angle as follows: Figure 6(a)
shows the latitude distribution of magnetic flux density if we average a traditional
synoptic map for Carrington rotation 1928 over all longitudes (we use the full
rotation in order to obtain better statistics at the poles). The apparent polar field
distributions reach maxima at about 75 deg and then drop toward zero at greater
latitudes. The poleward decline is caused by incomplete correction of the canopy
effect (Harvey and Worden, 2000). The sudden drop near the southern pole is be-
cause it was tilted away from the earth at this time. Figure 6(b) shows the average

- Schrijver & DeRosa, Solar Phys. (2003)
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Figure 1. Data assimilation. (A) The data forecasted by the flux transport model. (B) The data observed with a magnetograph. (C) The weights for the simulated data.
(D) The weights for the observed data.

Figure 2. Baseline magnetic butterfly diagram. Yellow (positive) and blue
(negative) streamers show that it takes ∼1–2 yr for active region flux to reach the
poles. The “SOHO summer vacation” from 1998 June through 1999 February
illustrates the importance of continued active region emergence.

observed magnetic fields have signal-to-noise ratios that degrade
away from disk center so the weights for the observed data
fell off as a function of center-to-limb distance. The weights
for the forecasted data were created by adding the newly ob-
served weights to the model weights from the previous time
step and then multiplying by a latitude-dependent exponential
decay function. This exponential decay function was designed
to account for the drift between observations and model for
places and times that observations are unavailable. The weights
decay by a factor of 1/e in ∼1 week at the rapidly evolving
equator, but more slowly (up to several months) at the poles. A
new map was created by adding the forecasted data multiplied
by its weights to the observed data multiplied by its weights and
then by dividing by the sum of the two weights.

Full-Sun synchronic maps were retained at 8 hr intervals
(times of 0, 8, and 16 hr), from 1996 May to 2013 July. A
magnetic butterfly diagram was constructed by averaging Br
over longitude for all of the synchronic maps in each solar
rotation. This butterfly diagram, shown in Figure 2, illustrates
several important details. As expected, this baseline magnetic
butterfly diagram is nearly indistinguishable from a butterfly
diagram constructed directly from observations. In particular, an
annual signal in the polar field strength is seen at high latitudes.

This annual signal has been a characteristic feature of MDI,
Mount Wilson Observatory, and SOLIS data sets albeit with
differences depending on the instrument and spectral line used.
There have been attempts (Ulrich & Tran 2013; Jin et al. 2013)
to explain the origin of this annual signal in terms of a systematic
tilt of the fields, but so far there is no consensus. Perhaps one of
the most telling aspects of this annual signal is that it is either not
present or too weak to be seen in the HMI data. This suggests that
this annual signal could be due to changes in spatial resolution,
noise levels at the poles, or possibly errors (at high latitudes) in
the calculation of field strength using different spectral lines.

The baseline butterfly diagram also illustrates some important
details about flux transport. Figure 2 shows that it takes ∼1–2 yr
for active region flux to be transported to the poles from the
active latitudes. This suggests that a flux transport model should
be able to reproduce the polar fields at least this far in advance.
Furthermore, our flux transport continued during the “SOHO
summer vacation” from 1998 June through 1999 February,
i.e., a period when no data assimilation was occurring. This
resulted in the poleward transport of leading polarity flux from
the lower latitudes; thus, it is essential that new active region
sources continue to be added. If the active region emergence
is prematurely cut off, excess leading polarity (that would
have been canceled by the new emerging flux) remains and is
transported to the poles along with (or just after) the following
polarity flux. This has the effect of slowing down the reversal
(or depending on the timing, slowing the subsequent buildup of
new polarity). If enough excess leading polarity is transported
to the poles, then a relapse in the polar field reversal may also
be observed. In this case, the assimilation corrected for these
problems once it was re-initiated in 1999 February.

4. POLAR FIELDS

Magnetic maps of the entire Sun provide the ability to change
the angle from which the Sun is viewed, e.g., looking directly
down on the poles as shown in Figure 3. Seeing the Sun from
above the poles is vital to furthering our understanding of
the evolution of polar regions and their impact on the solar
cycle (Shiota et al. 2012; Muñoz-Jaramillo et al. 2013). By
watching the flux transport from this angle, it is clear that
the residual active region flux at high latitudes is substantially
sheared by differential rotation. The combined effect of the
differential rotation shearing and the meridional flow driving
the flux poleward causes the residual flux to spiral into the pole.
The polarity of this residual flux is typically opposite in sign to
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Magnetogram assimilation…

- Upton & Hathaway, ApJ (2014)
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This region must make a large 
contribution to the polar field, right?

WRONG!
Giovanelli, Aust. J. Phys. (1985)
DeVore, PhD thesis (1986)
Cameron et al., A&A (2013)
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Cameron, et al., A&A (2013)

R. H. Cameron et al.: Limits to solar cycle predictability: Cross-equatorial flux plumes

Fig. 2. Kitt Peak synoptic magnetograms for Carrington rotations 1684–
1688 (starting dates: 1979, July 17, August 13, September 9, October 6,
November 3) are shown. The red ellipse outlines an example of nondif-
fusive cross-equatorial transport of magnetic flux. In this case the neg-
ative flux of a highly tilted bipolar region emerges across the equator.

where λ is latitude and we assume ηturb = 250 km2 s−1 (Cameron
et al. 2010). This diffusive component of the cross equatorial
flux transport is shown by the red lines in the left-hand pan-
els of Fig. 5. Explicitly, it is the amount of flux carried across
the equator by diffusion: how the flux arrives near the equator

Fig. 3. Kitt Peak synoptic magnetograms for Carrington rotations 1771–
1775 (starting dates: 1986, January 14, February 10, March 9, April 6,
May 3). The red circle outlines a magnetic bipole which emerges near
the equator. Because it is highly tilted, the positive magnetic flux is
almost entirely in the southern hemisphere and the negative flux is in
the northern hemisphere. A similar, but weaker, event with a smaller tilt
angle occurs towards the end of this event.

(before being transported across the equator by diffusion) will
in general involve a mixture of emergence, advection and
diffusion.

A141, page 3 of 6

Feb 1986

A single cross-equatorial flux plume can 
affect the net hemispheric flux of the 
following minima by up to 60%.



CHALLENGE 1:
FLUCTUATIONS IN 
EMERGENCE MATTER!

CHALLENGE 2:
SUBTLETIES IN DECAY 
MATTER!



example, discuss the differential effects of solar and geomag-
netic contributions to the 10Be concentration in arctic and
antarctic ice cores; these effects significantly affect the rela-
tive amplitude of the signal on the timescales of interest, fur-
ther modulated by local climate patterns). Furthermore,
there are uncertainties in the solar activity model and in the
choice of an exponential flux decay profile that preclude a
good fit on timescales of just a few years. We therefore test
results after boxcar-averaging with a 15 yr window to
smooth out the individual sunspot cycles.

The heliospheric field is derived from the simulation out-
put by a commonly used potential field extrapolation in
which the simulated surface-flux patterns are extrapolated
out to a spherical source surface located at 2.5R! (Schatten,
Wilcox, & Ness 1969; Zhao & Hoeksema 1995). At this
hypothetical source surface, the field is assumed to be purely

radial and to connect to the Parker spiral formed by the
open field of the heliosphere. This open flux typically origi-
nates from the polar-cap fields and the largest scales in the
lower latitude fields; which of these dominates depends on
the phase of the sunspot cycle. This technique has been suc-
cessfully applied to approximate the heliospheric field and
associated wind streams (e.g., Wang, Hawley, & Sheeley
1996). Note that we do not extend our comparison into the
Maunder minimum, because the source-surface model or its
parameters may need to be modified then; we focus on data
from 1700 onward.

The correlation coefficient for fits of the model helio-
spheric flux to the 10Be ice-core data increases substantially
with !d. The optimal value is found for !d ¼ 2:8 yr at a cor-
relation coefficient of#0.73. That case, however, results in a
toal flux over the polar regions that is too low compared to

Fig. 1.—Continued
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Schrijver, DeRosa & Title, ApJ (2002)
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638 A.R. Yeates

Figure 3 Magnetic butterfly diagrams showing the longitude-average ⟨B0r ⟩ for each calibration run, and for
the observed KP magnetograms (bottom right). In each case the grey scale saturates at ±6 G. Data gaps and
problems with high-latitude measurements are evident in the observed butterfly diagram.
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Figure 3 Magnetic butterfly diagrams showing the longitude-average ⟨B0r ⟩ for each calibration run, and for
the observed KP magnetograms (bottom right). In each case the grey scale saturates at ±6 G. Data gaps and
problems with high-latitude measurements are evident in the observed butterfly diagram.
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Baumann, Schmitt & Schüssler, A&A (2006)

Explanation: decay comes from radial diffusion.

Parametrisation: based on decay modes for 
uniform diffusion in a spherical shell.



I. Baumann et al.: A necessary extension of the surface flux transport model 311
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Fig. 2. Evolution of the north polar field (average above 75◦ latitude) for a sequence of synthetic cycles with the flux emergence rate taken
proportional to the sunspot numbers since 1700 (full line) and 1750 (dotted line), respectively, for different values of the volume diffusivity, η.
The top panel (η = 0) shows the strong drift of the polar field resulting from the secular increase of solar activity during the last century (see
also Schrijver 2001). Finite values of η reduce the secular effect and lead to more symmetric variations, as observed; the volume diffusion term
also largely removes the dependence of the results on the initial conditions (difference between full and dotted lines).

starting from 1750, represented by the dotted line. In the case
η = 0 (no volume diffusion), the long memory of the system
leads to a drift of the polar fields in the 20th century due to the
secular increase of solar activity, so that the oscillations become
very asymmetric, in striking contrast to the observed evolution
of the polar fields. Finite values for η of the order 100 km2 s−1

lead to more symmetric oscillations and a suppression of the
unrealistic drift. The amplitude of the simulated polar field in
the last cycles for a value of η = 100 km2 s−1 is roughly consis-
tent with the published observational data, which indicate am-
plitudes for the field strength of 10–20 G (e.g., Wang & Sheeley
1995; Arge et al. 2002; Dikpati et al. 2004; Durrant et al. 2004).
Comparing the two runs with different starting times (full line
and dotted line), we find that the long memory of the system in
the case η = 0 leads to a significant difference between these
two runs. For η ! 0, on the other hand, there is almost no de-
pendence on the initial condition after a few cycles.

5. Polar field reversal times

Having shown that the decay term prohibits drifts and an un-
realistic long-term memory of the polar fields for values of η
of the order of 100 km2 s−1, we now consider its effect on the
calculated reversal times of the polar fields and compare quan-
titatively with observational results.

5.1. Synthetic cycles

In order to illustrate the effect of the decay term on the reversal
times, we consider synthetic cycles of equal strength and de-
termine the reversal times of the polar field in dependence on
the value of η. In addition, we also consider the averaged (un-
signed) field over the whole surface, Btot, and the maximum po-
lar field during a cycle. The absolute values of the field strength
are arbitrary; here we are only concerned with the dependence
on η. Figure 3 shows: Btot for cycle maxima and minima, re-
spectively (Fig. 3a), the maximum polar field (Fig. 3b), and the
reversal time in years after the previous flux emergence (activ-
ity) minimum (Fig. 3c), all as functions of η.

While the average surface field during cycle maxima varies
only slightly with η, there is a somewhat stronger decline of
the values during cycle minima (Fig. 3a), similar in proportion
to the decline of the maximum polar field with increasing η
(Fig. 3b). This results from the fact that, during activity min-
imum, both the polar and the total field are dominated by the
dipole mode, which suffers from enhanced decay due to vol-
ume diffusion. A strong effect of the value of η on the polar
reversal times is clearly visible in the lower panel. For increas-
ing η, the reversals occur earlier after cycle minimum, varying
between 5.1 years for η = 0 and 2.8 years for η = 200 km2 s−1.
This results from the stronger decay of the polar field from the

Higher degree harmonics decay faster.





Yeates & Muñoz-Jaramillo,
MNRAS (2013)
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Support for the idea of radial decay, but best 
parametrisation remains to be determined.



http://www.maths.dur.ac.uk/~bmjg46/

Further reading 
Mackay & Yeates, Living Rev. Solar Phys. 9, 6 (2012)
Yeates & Muñoz-Jaramillo, MNRAS 436, 3366 (2013)
Yeates, Solar Phys. 289, 631 (2014)
Yeates, Baker & van Driel-Gesztelyi, Solar Phys. (2015)

Making solar cycle predictions before Minimum 
requires surface flux transport modelling.
May ultimately prove impossible to predict specific 
cycles due to sensitivity to fluctuations in active region 
emergence.
Best possible predictions need to incorporate
(1)  accurate active regions
(2)  appropriate flux decay mechanisms and rates. 

http://livepage.apple.com/
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