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Why flux transport?

Understanding the evolution of magnetic flux we see.
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Filling observational gaps:
‣ full Sun coverage
‣ high latitude fields

Simulating/predicting activity when 
we don’t have magnetograms:
‣ future
‣ historical
‣ other stars

This talk:

1. Standard model
2. Historical reconstruction of open flux
3. New model for coronal field



Standard model 3

Leighton, ApJ, 1964:
supergranulation ! random walk of flux

∂Br

∂t
= −(∇ · v)Br − (v ·∇)Br +D∇2Br

advection (diff. rotation) diffusion



Standard model 4

Leighton, ApJ, 1964

many bipoles ! polar field

Many bipoles



Standard model 5

Tilt No tilt

saturation 100G

15 rotations
saturation 10G

30 rotations
saturation 5G



Standard model 6

1. Reproduces “topknot” polar field
2. Matches poleward surges
3. Allows diffusion coefficient to be reduced to ca. 500 km2 s-1

Devore, Sheeley & Boris, ApJ, 1984
Wang, Nash & Sheeley, Science, 1989

Meridional flow:



Reconstructing past open flux 7

Lockwood, Stamper & Wild, 
Nature 1999

Motivation: geomagnetic data

in situ measurements



Reconstructing past open flux 8

surface flux transport + coronal extrapolation ! open flux

In PFSS model open flux is controlled by dipole components:
Wang, Sheeley & Lean, ApJ 2000/02; Mackay, Priest & Lockwood, Sol Phys 2002

axial
(l=1, m=0)

e.g. “Potential Field Source Surface”

Altschuler & Newkirk, Sol Phys 1969
Schatten, Wilcox & Ness, Sol Phys 1969

equatorial
(l=1, m=1)



Reconstructing past open flux 9

example, discuss the differential effects of solar and geomag-
netic contributions to the 10Be concentration in arctic and
antarctic ice cores; these effects significantly affect the rela-
tive amplitude of the signal on the timescales of interest, fur-
ther modulated by local climate patterns). Furthermore,
there are uncertainties in the solar activity model and in the
choice of an exponential flux decay profile that preclude a
good fit on timescales of just a few years. We therefore test
results after boxcar-averaging with a 15 yr window to
smooth out the individual sunspot cycles.

The heliospheric field is derived from the simulation out-
put by a commonly used potential field extrapolation in
which the simulated surface-flux patterns are extrapolated
out to a spherical source surface located at 2.5R! (Schatten,
Wilcox, & Ness 1969; Zhao & Hoeksema 1995). At this
hypothetical source surface, the field is assumed to be purely

radial and to connect to the Parker spiral formed by the
open field of the heliosphere. This open flux typically origi-
nates from the polar-cap fields and the largest scales in the
lower latitude fields; which of these dominates depends on
the phase of the sunspot cycle. This technique has been suc-
cessfully applied to approximate the heliospheric field and
associated wind streams (e.g., Wang, Hawley, & Sheeley
1996). Note that we do not extend our comparison into the
Maunder minimum, because the source-surface model or its
parameters may need to be modified then; we focus on data
from 1700 onward.

The correlation coefficient for fits of the model helio-
spheric flux to the 10Be ice-core data increases substantially
with !d. The optimal value is found for !d ¼ 2:8 yr at a cor-
relation coefficient of#0.73. That case, however, results in a
toal flux over the polar regions that is too low compared to

Fig. 1.—Continued
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Wang, Lean & Sheeley, ApJ 2002, 2005
Schrijver, DeRosa & Title, ApJ 2002

Varying emergence rates ! secular drift of polar fields + non-reversal

Two possible solutions:

1. Vary model parameters from cycle to cycle (meridional flow, tilt angles)
2. Additional decay term (3D effects)
Schrijver, DeRosa & Title, ApJ 2002; Baumann, Schmitt & Schüssler, A&A 2006



Reconstructing past open flux 10

Jiang, Cameron, Schmitt & Schüssler, A&A 2011

1. Require assumptions about active region properties ! climate, not weather
2. Depends on coronal extrapolation model

uses Current Sheet Source Surface model - Zhao & Hoeksema, JGR 1995



Non-potential model 11

surface flux transport + 
magneto-frictional relaxation

surface flux transport
+ magneto-frictional relaxation

van Ballegooijen, Priest & Mackay, ApJ 2000
Yeates, Mackay & van Ballegooijen, Sol Phys 2008



Non-potential model

Yeates, Mackay, van Ballegooijen & Constable, JGR 2010

Observed IMF 
(OMNI2 |Bx|)
Non-potential Model

PFSS (simulated, 
WSOa, WSOb, NSO)
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Enhances open flux:

1. background inflation by 
currents

2. fluctuating enhancement 
by flux rope ejections



Non-potential model 13

Mackay & van Ballegooijen, ApJ 2006
Yeates & Mackay, ApJ 2009
Yeates, Attrill, Nandy et al., ApJ 2010
Yeates, Constable & Martens, Sol Phys 2010

flux rope ejections: towards space weather?

but:

1. Only a third of observed CME rate

2. Still at statistical level (not detailed 
enough for individual events, yet)

Magnetogram assimilation:

Schrijver, ApJ 2001
Mackay, Green & van Ballegooijen, ApJ 2011



The future? 14

Schrijver & Liu, Sol Phys 2008 Jiang, Cameron, Schmitt & Schüssler, 
Space Sci Rev 2011

! need to vary model parameters with time

Future focus:

1. Build in these variations automatically.
2. Enough detail in coronal models for real events.



Further reading 15

Sheeley, Living Rev Sol Phys 2005 - historical review

Mackay & Yeates, Living Rev Sol Phys (in prep) - surface/coronal mag fields



High-latitude countercell:
Jiang, Cameron, Schmitt & Schüssler,
ApJL 2009 

Inward flow towards active regions: 
DeRosa & Schrijver, Proc SOHO18 2006 

Inward flow towards active regions: DeRosa & Schrijver, Proceedings 2006 

Latitudinal inflows:
Jiang, Isik, Cameron, et al., ApJ 2010;
Cameron & Schüssler, ApJ 2010 

Meridional flow modifications



Inward flow towards active regions: DeRosa & Schrijver, Proceedings 2006 

Magnetogram assimilation

Schrijver, ApJ 2001

Mackay, Green & van Ballegooijen, 
ApJ 2011The Astrophysical Journal, 729:97 (11pp), 2011 March 10 Mackay, Green, & van Ballegooijen

Figure 1. SOHO MDI 96 minute line-of-sight component magnetogram for
1996 December 18 where white areas represent positive magnetic polarities and
black negative magnetic polarities. The active region of interest, NOAA 8055,
lies in the southern hemisphere at central meridian and is enclosed by the black
box.

the manner in which the time-dependent lower boundary con-
dition is applied. In previous studies, either idealized magnetic
field distributions or simplified surface configurations derived
from observations were prescribed. In the present study, a new
technique of prescribing the time-dependent lower boundary
condition is presented. The technique allows the use of ob-
served line-of-sight (LOS) component magnetograms directly
as lower boundary conditions, reproducing as observed, the
dispersal of the photospheric flux of the active region. From
this, the effect of the surface motions on the coronal mag-
netic field and the subsequent energy input into the corona is
determined.

The active region chosen to illustrate this new technique is
NOAA AR 8005. It is chosen as it was an isolated region
and during the period of observations there appears to be
no significant flux emergence and the flux is well balanced
throughout. The structure of the paper is as follows. In Section 2,
the main properties of the decaying active region are discussed.
In Section 3, the modeling technique for both the photospheric
and coronal fields is described. The results of the simulation are
given in Section 4, while in Section 5 some simple calculations
are compared to the simulations to verify the results. Finally, a
discussion and conclusions are given in Section 6.

2. OBSERVATIONS

The decaying active region considered in this study is NOAA
AR 8005. It emerged on the far side of the Sun and as it ro-
tated onto the limb only dispersed magnetic polarities with-
out sunspots were present. In Figure 1, a full disk SOHO:MDI
(Scherrer et al. 1995) 96 minute line-of-sight component magne-
togram from 1996 December 18 can be seen. The active region
of interest lies at central meridian just below the equator. It has a
simple magnetic morphology with a single positive and negative
polarity.

Figure 2. Time sequence of derotated SOHO MDI 96 minute line-of-sight
component magnetograms of NOAA 8005. The time sequence covers the
evolution of the active region two days before and two days after central
meridian passage (1996 December 18) where white areas represent positive
magnetic polarities and black negative magnetic polarities. The images show
the active region after it has been corrected for flux balance.

(Animations (a and b) of this figure are available in the online journal.)

To study the evolution of the active region, SOHO:MDI
96 minute magnetograms4 are obtained from 19.12.05 UT on
1996 December 16 to 20.47.05 UT on 1996 December 20,
spanning a period of four days. The four-day period was chosen
to include two days before and two days after central meridian
passage, which occurs late on December 18. During this period
as LOS projection effects are minimized, the measurements of
the magnetic flux are known to be the most reliable. In total
61 96 minute magnetograms cover the period of interest. The
data are corrected for the area foreshortening that occurs away
from central meridian using the IDL Solar Software routine
drot_map. An area of 181 × 126 pixels is cut out of the rotated
magnetograms centered on NOAA 8055 where each pixel is
1.′′977. A time sequence of these can be seen in Figure 2. The
area was chosen to be large enough to encompass the whole
active region, but small enough that approximate flux balance
is achieved. The active regions that lie to the north and south

4 To produce the 96 minute magnetograms, five individual SOHO/MDI
magnetograms of higher time cadence and a noise error of ±20 G per pixel are
averaged. Correspondingly, the resulting 96 minute magnetograms have a
lower noise error per pixel of ±9G.
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(a) (b)

Figure 6. Field line plots showing (a) the NLFFF after four days of evolution and (b) a potential field corresponding to the same normal field component as that of the
NLFFF after four days.

(a)

(b)

Figure 7. (a) Total magnetic energy (1032 erg) vs. time from 1996 December
16 19:12 UT. The solid line represents the energy of a potential field, while the
dashed line is for the NLFFF. (b) Free magnetic energy (1030 erg) vs. time.

due to cancellation. While both the NLFFF and the potential
field have a similar behavior, it can be seen that the NLFFF
has a systematically higher energy compared to the potential
field. This increased energy is due to the small-scale convective
motions which inject a Poynting flux into the corona and evolve
the initial coronal field away from potential.

In Figure 7(b), a graph of the total free magnetic energy
within the coronal field is plotted as a function of time. The

total free energy is defined as the difference between that of
the non-potential and potential fields when integrated over the
entire volume. This quantity is always positive and by the end
of the simulation the free magnetic energy is approximately 8×
1030 erg which is 10% that of the potential field. An interesting
feature is that throughout the simulation the free magnetic
energy as a result of the convective motions increases steadily.
The rate of increase is around 2.5×1025 erg s−1, indicating that
the small-scale motions deduced from the magnetograms may
inject large amounts of energy into the corona.

In Figure 8, the images illustrate the locations of free magnetic
energy storage for days 1–4. The plots are in the x–z plane and
give the free magnetic energy summed along the LOS,

E(x, z) = A

∫ (
B2 − B2

p

)

8π
dy, (6)

where B is the magnetic field of the NLFFF and Bp is the
magnetic field of the potential field satisfying the same normal
field components on the boundaries. The factor A represents the
area of the column being summed over (A = 2.02 × 1016 cm2).
The area factor is included so that the free energy along the
LOS is computed in units of erg. In each plot, the x-direction
represents the full length of the computational box, but the
z-direction is only half the height. White locations denote where
the NLFFF has a higher energy than the potential field when
integrated along the LOS (i.e., locations where free magnetic
energy is stored). Black denotes where the NLFFF has a lower
energy when integrated along the LOS (i.e., locations where
there is no free energy). We note that while the NLFFF must
and does have a volume-integrated energy that is greater than
that of the potential field (see Figure 7), there is no restriction that
in any subvolume this must always be true. Hence the negative
values of the line integral quantity in Equation (6) are physically
valid.

As the small-scale convective motions advect the field be-
tween days 1 and 4, the locations of free magnetic energy stor-
age expand up into the coronal volume and mainly lie in the
center of the box. From these images, it is clear that the main
locations of free magnetic energy are low down in the corona
(below 30 Mm) and between the two main flux concentrations.
It is built up at this location, as here the magnetic fields are the
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